Real-Time Visual Tracking of 3D Objects
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Abstract. The use of visual sensors may have high impact in applications where it is required

to measure the pose (position and orientation) and the visual features of objects moving in
unstructured environments. In robotics, the measurements provided by video cameras can be
directly used to perform closed-loop control of the robot end-effector pose. In this chapter
the problem of real-time estimation of the position and orientation of a moving object using

a fixed stereo camera system is considered. An approach based on the use of the Extended
Kalman Filter (EKF) combined with a 3D representation of the objects geometry based on
Binary Space Partition (BSP) trees is illustrated. The performance of the proposed visual
tracking algorithm is experimentally tested in the case of an object moving in the visible
space of a fixed stereo camera system.

1 Introduction

In the last decade, research on visual sensing has received a new impulse because
digital signal processing hardware with high computational capability is becoming
available at low cost. In fact, visual sensors offer the possibility to extract a great
variety of information from a scene in a noninvasive manner. This information can
be used by automatic systems either at high level, e.g., for inspection, recognition
and planning tasks, and at low-level, e.g., for autonomous guidance of vehicles,
real-time control in scarcely structured environments.

In robotics, the measurements provided by video cameras can be directly used
to perform closed-loop position/orientation control of the robot end effector, usually
denoted asisual servoingontrol [11]. In this framework, two different approaches
have been developed. The first approach is the position-based visual servoing, which
defines the tracking error in the Euclidean space and requires the estimation of the
position and orientation of a target object with respect to a reference frame [27]. The
second approach is the image-based visual servoing, which defines a tracking error
directly in the image space of the cameras, thus avoiding accurate calibration of the
vision system [5,10]. Hybrid methods using position-based visual servoing to control



126 F. Caccavalet al.

certain degrees of freedom and image-based visual servoing to control the remaining
degrees of freedom can be adopted [7,19]. More recently, vision measurements have
been used in combination with force measurements to develop control strategies
aimed at improving the robot performance for the execution of tasks in scarcely
structured environments [2].

In the case of position-based visual servo, computationally efficient techniques
for visual trackingof the pose (position and orientation) of the target object must
be adopted. One of the major problems to cope with is represented by the noise and
disturbances affecting the visual measurements, due to temporal and spatial sampling
and quantization of the image signal, lens distortion, etc., which may produce large
pose estimation errors. The use of the Extended Kalman Filter (EKF) may improve
the accuracy and speed of the visual tracking algorithm [15,25,21,17].

In fact, Kalman filtering offers many advantages over other pose estimation
methods[1,9,28], e.g., implicit solution of photogrammetric equations with recursive
implementation, temporal filtering, ability to change the measurement set during the
operation. Moreover, the statistical properties of Kalman filter may be tuned to
those of the image measurements noise of the particular vision system. Last but not
least, the prediction capability of the filter allows setting up a dynamic windowing
technique of the image plane which may sensibly reduce image processing time.
Applications of Kalman filter in machine vision range from visual tracking of objects
with many internal degrees of freedom [20], to automatic grasp planning [13] as well
as pose and size parameters estimation of objects with partially known geometry [14].

Awidely adopted strategy for object pose computation is based on the recognition
of some geometric features of the object, such as edges and corners, from a camera
image. In particular, the extraction of a suitable number of corners (feature points)
allows computing the pose by using a simple point CAD model of the object [27,13].

In principle, the accuracy of the estimate increases with the number of the available
feature points, at the expense of the computation time. However, when Kalman filter
is adopted, it has been shown that the best achievable accuracy that can be obtained
using all the available points is quite the same as that obtained using a number of
five or six feature points, if properly chosen [25].

The choice of the optimal feature points can be performed by using suitable
selection algorithms, whose complexity grows at factorial rate with the number of
the available points [6,12]. Hence, to reduce the computational burden in the presence
of a large number of feature points, it is crucial to perform a pre-selection, e.g., by
eliminating all the points that, in a given object pose, are occluded with respect to
the camera [24,8].

In this chapter, the EKF is adopted for real-time visual tracking of an object
in the Euclidean space. In order to reduce computational time, a new pre-selection
algorithm of the feature points is proposed, based on the selection of all the points
that are visible to the camera at a given sample time. This algorithm exhibits a
complexity which grows linearly, thanks to the use of Binary Space Partitioning
(BSP) tree for object geometric representation [4]. In detail, the prediction of the
object pose provided by the Kalman filter is used to drive a visit algorithm of the
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BSP tree which allows identifying all the feature points that are visible at the next
sample time. After the pre-selection, a dynamic windowing algorithm and an optimal
point selection algorithm are adopted to find the windows of the image plane to be
processed and input to the Kalman filter.

The proposed pre-selection algorithm can be used also in the case of objects
and obstacles with interposing parts. Differently from other algorithms (see [12] and
references therein), this method allows recognizing all the points of the surfaces of
the objects which are hidden to the camera or occluded by some other objects or
obstacles of known geometry [18].

The effectiveness of the proposed approach is tested in experimental case studies
where the position and orientation of an object carried by a robot manipulator is
tracked using both one fixed camera and a stereo system composed by two fixed
cameras.

The chapter is organized as follows. In Section 2 the pin-hole model of the
cameras is introduced and the photogrammetric equations are derived. The model
used for object motion and the equations of the EKF are presented in Section 3.
In Section 4 a BSP tree is derived form a CAD geometric model of an object.
Section 5 is devoted to illustrate the pre-selection algorithm and an optimal point
selection technique, based on dynamic windowing and quality indices. The whole
estimation procedure is analyzed in Section 6. Finally, the experimental set up and
the experimental tests are described in Section 7, while Section 8 presents some
concluding remarks and open problems. Details on the derivation of EKF equations
are reported in the Appendix.

2 Modelling

Consider system af video cameras fixed with respect to a base coordinate frame
O—zyz and the pin-hole model of cameirésee Fig. 1). LeO ;—x.;y.iz.; be aframe
attached to the camera (camera frame), with:thexis aligned to the optical axis
and the origin in the optical center. In the following, a superscript will be used to
denote the reference frame of a variable, when different from the base frame.

For each camera, the sensor plane is parallel tacthe.;—plane at a distance
—f¢* along thez.;—axis, wheref¢! is the effective focal length of the camera lens,
which may be different from the nominal focal lengtfi. The image plane is parallel
to thex.;y.;—plane at a distancg” along thez.;—axis. The intersection of the optical
axis with the image plane defines the principal optic péift, which is the origin
of the image fram®.,—u.;v.; whose axes.; andv,; are taken parallel to the axes
x andy,;, respectively.

A point P with coordinate® = [z y* 2°*|T in thei-th camera frame
is projected onto the point of the image plane whose coordinates can be computed
with the equation

uci _ fe” mci
=5 &
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Fig. 1. Reference frames for theth camera and the object using the pin-hole model.

which is known as perspective transformation. A spatial sampling can be applied to
the image plane by expressing the coordinates in terms of number of pixels as

,,,.C'L . 7,81 SZ’L 0 UC’L

2118+ 5 211
being[rs’ ¢&]" the coordinates of the poid,; whereass$’ andsS’ are the row
and column scaling factor, respectively, for thih camera.

Consider an object fram@,—x,y, 2, attached to target object. The position and
orientation of the object frame with respect to the base frame can be expressed in
terms of the coordinate vector of the origip = [z, ¥, z,]* and of the rotation
matrix R, (¢,), where the components ¢f, = [¢, 9, 1,]* are the Roll, Pitch
and Yaw angles. The components of the vecysand ¢, are the six unknown
quantities to be estimated.

Considernn feature points of the object. The coordinate veg:ljﬁrof the feature
pointP; (i=1,...,n,j=1,...,m) can be expressed in tii¢h camera frame as

pjm — R;l;(oo — O¢; + Ro(¢o)p}))a 3

whereo.; and R.; are, respectively, the position vector and the rotation matrix of
thei-th camera frame referred to the base frapieis the coordinate vector af;
expressed in the object frame. Notice tp&tis a constant vector that is assumed to
be known, since it can be computed from a CAD model of the object or via a suitable
calibration procedure. Moreover, the quantites and R.; are constant, because
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each camera is assumed to be fixed to the workspace, and can be computed through
a suitable calibration procedure [26].
By folding the 3m equations (3) into the perspective transformation (1) of the
n cameras and into Eq. (2), a systenRefn nonlinear equations is achieved. The
equations depend on the measurements oftlieature points in the image plane of
each cameras, while the six components of the veetpende, are the unknown
variables. To solve these equations at least six independent equations are required.
The computation of the solution is nontrivial and for visual servoing applica-
tions it has to be repeated at a high sampling rate. The recursive Kalman filter
provides a computationally tractable solution, which can also incorporate redundant
measurement information.

3 Kalman Filtering

In order to estimate the pose of the object, a discrete time state space dynamic model
has to be considered, describing the object motion. The state vector of the dynamic
model is chosen as thé x 1) vector

’UJ:[Z’O j;o Yo yo Zo Z.o Po ()bo 790 190 ’(/}o /lLO]T' (4)

For simplicity, the object velocity is assumed to be constant over one sample period
T'. This approximation is reasonable in the hypothesisthasufficiently small. The
corresponding dynamic modelling error can be considered as an input disturbance
~ described by zero mean Gaussian noise with covariance given by2he 12)

matrix Q. The discrete time dynamic model can be written as

wy = Awg_1 + Y (5)

whereA is a (12 x 12) block diagonal matrix of the form

)

The output of the Kalman filter, for each camera, is the vector ofithiealized
coordinates of then feature points in the image plane of the camera

cl cl cn cn cl cl cn en 1T
C — uy v uy U1 Um Um U Um (6)
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In view of (1), the corresponding output model can be written in the form

Cr = g(wy) + vy (7

wherev,, is the measurement noise, which is assumed to be zero mean Gaussian
noise with covariance given by ther x 2m) matrix R, and the functioy(wy,) is

cl cl cn cn cl cl cn en T
g(wk) _ 1 Y1 Ty Y1 Lyy Ym Tm Ym (8)
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1T 21 210 21 Zm Zm Zm Am Jk
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The coordinates of the feature p0i|71$' in (8) are computed from the state vector
wy, via (3). Matrix R can be evaluated during the camera calibration procedure or
by means of specific experiments.

Since the output model is nonlinear in the system state, it is required to linearize
the output equations about the current state estimate at each sample time. This leads
to the so-called Extended Kalman Filter (EKF).

The first step of the EKF algorithm provides an optimal estimate of the state at
the next sample time according to the recursive equations

Wi -1 = AWp_1 k-1 9)
Pir1=AP, 1, 1AT +Q,_,, (10)

wherePy, ;.1 is the (12 x 12) covariance matrix of the estimate state error. The sec-
ond step improves the previous estimate by using the input measurements according
to the equations

Wik = W k-1 + Ki(p — g(Wrr-1)) (11)
Py =Pyp1— KiCpPpp_1, (12)

where K is the (12 x 2m) Kalman matrix gain
K =Py 1C) (R, + CPrx1Cy) (13)
beingC/; the @m x 12) Jacobian matrix of the output function

c, = 29) . (14)

w W=W 11

The analytic expression @', can be found in the Appendix.

4 BSP Tree Geometric Modelling

The accuracy of the estimate provided by the Kalman filter depends on the number
of the available feature points. Inclusion of extra points will improve the estimation
accuracy but will increase the computational cost. It has been shown that a number
of five or six feature points, if properly chosen, may represent a good trade-off [25].
Selection algorithms have been developed to find the optimal feature points [12].
In order to increase the efficiency of the selection algorithms, it is advisable to
perform a pre-selection of the points that are visible to the camera at a given sample
time. The pre-selection technique proposed in this chapter is based on Binary Space
Partitioning (BSP) trees.

A BSP tree is a data structure representing a recursive and hierarchical partition
of a n-dimensional space into convex subspaces. It can be effectively adopted to
represent the 3D CAD geometry of an object [22].

In order to build the tree, each object has to be modelled as a set of planar
polygonsthis means that the curved surfaces have to be approximated. Each polygon



Real-Time Visual Tracking of 3D Objects 131

Fig. 2. Object and corresponding polygons.

is characterized by a set tdature pointgthe vertices of the polygon) and by the
vector normal to the plane leaving from the object. For each node of the tree, a
partition plane characterized by its normal vector and a point, is chosen according
to a specific criterion; the node is defined as the set containing the patrtition plane
and all the polygons lying on it. The choice of the partition planes depends on
how the tree will be used. For the purpose of removing the hidden surfaces, it
is necessary to choose the partition planes in the set of the planes containing the
polygons corresponding to the object surfaces.

The first node of the tree can be arbitrarily chosen. Different choices determine
different trees. For the application considered here, the structure of the tree is not
important because the visit algorithm must consider all the nodes.

Each node is the root of two subtrees: fient subtree corresponding to the
subset of all the polygons lying entirely on the front side of the partition plane (i.e.
the side corresponding to the half-space containing the normal vector), anaicthe
subtree corresponding to the subset of all the polygons lying entirely on the back
side of the partition plane.

The construction procedure can be applied recursively to the two subsets by
choosing, for each node, a new partition plane among those corresponding to the
polygons contained in that subtree.

If a polygon intersects the partition plane, it can be split into two or more pieces
and the resulting parts are added to the corresponding subsets.

The construction ends when all the polygons and their parts are placed in a node
of the tree.

As an example, consider the object represented in Fig. 2, which contains ten
polygons. A possible BSP tree representation of the objectis reported in Fig. 3, which
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Fig. 3. BSP tree of the object.

has been obtained considering as root node the partition plane containing polygon
number 10. A partition plane is represented by the vestet [a b ¢ d]7 of
the coefficients of the equation of the plane with respect to a base reference frame

ax +by+cz+d=0,

wheren = [a b ¢]T is the unit vector normal to the plane. The root of the tree
contains the polygon number 10; the front subtree is empty while the back subtree
contains all the remaining polygons. The partition plane of the back subtree contains
the polygon number 1; the front subtree is empty while the back subtree contains the
polygons from number 2 to number 9. The construction ends when all the polygons
are added to the nodes of the tree. Remarkably, the partition plane containing the
polygon number 2 cuts polygons number 5 and 7 (notice that polygons number 9 and
10, which also intersect the partition plane, were already added to previous nodes of
the tree), and thus they have been split into two pieces each (see polygons number
5f, 5b, 7f, 7b in Fig. 4).

In most cases, however, it is possible to choose the partition planes so that
splitting of polygons is avoided. In this way the construction process of the tree and
the visit algorithm are faster. This solution has to be preferred when the BSP tree
must be built on line [18].
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Fig. 4. Case of partition plane splitting polygons number 5 and number 7.

5 Features Selection

5.1 Pre-Selection Algorithm

Once a BSP tree representation of an object is available, it is possible to select
the feature points of the object that are visible from a given camera position and
orientation, by implementing a suitable visit algorithm of the tree. The algorithm
can be applied recursively to all the nodes of the tree, starting from the root node as
showed in Fig. 5, by updating a current set of visible feature points as follows.

For the current node, classify the camera position with respect to the current
partition planefront side,Back side,On the plane. Hence:

e Front: Visit the back subtree; process the node; visit the front subtree.
e Back: Visit the front subtree; process the node; visit the back subtree.
e On: Visit the front subtree; visit the back subtree.

When the algorithm processes a node, the current set of projections of the visible
feature points on the image plane is updated by adding all the projections of the
feature points of the polygons of the current node and eliminating all the projections
of the feature points that are hidden by the projections of the polygons of the current
node.

If a polygon is hidden from the camera (i.e., the angle between the normal vector
to the polygon and the cameraaxis is not in the interva] — 7/2,7/2[ or the
polygon is behind the camera), the corresponding feature points are not added to the
set.

Atthe end of the visit, the current set will contain all the projections of the feature
points visible from the camera, while all the hidden feature points will be discarded.
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Fig. 5. Recursive visit algorithm of the BSP tree for the selection of visible feature points.

Notice that the visit algorithm updates the set by ordering the polygons with respect
to the camera from the background to the foreground.

With reference to the BSP tree of Fig. 3, assuming that the camera is placed as
the observer of the image in Fig. 4, the sequence of the processed nodes is: 10, 8,
7b, 4, 5b, 3, 2, 7f, 6, 5f, 9, 1, where the polygons number 10, 8, 7b, 3, 7f turn out to
be hidden at the same time and will not be processed.

The technique described above can be suitably exploited to set up a real-time
pre-selection algorithm of the feature points on the camera image plane, using the
prediction of the estimated pose of the target object provided by the Kalman filter.

5.2 Selection Algorithm

The pre-selection technique recognizes all the feature points that are visible from
a camera view point. However, this does not ensure that all the visible points are
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“well” localizable, i.e., their positions can be effectively measured with a given
accuracy. For instance, some points could be out of the field of view of the camera,
or they could be too close to each other to guarantee absence of ambiguity in the
localization. Moreover, the number of the well localizable feature points may be
larger than theptimalnumber of points ensuring the best pose estimation accuracy.

In the following, a windowing test is adopted to select the projections of the
feature points that can be well localized. Then, a selection algorithm is used to
choose an optimal subset of points to be considered for feature extraction.

Windowing test The measurements of the coordinates of the projections of the
feature points are obtained by considering suitable rectangular windows of the
image plane to be grabbed and processed. Each window must contain one feature
point. The windows are centered on the positions of the feature points on the image
plane so as predicted by the Kalman filter. Their semi-dimensions are dynamically
chosen in the intervdW i, W42 for the base (the side parallel to the row’s
direction) and in the intervdW c,in, Wemaz] for the height (the side parallel to

the column’s direction). The minimum values are set so as to achieve a prescribed
accuracy and robustness in the feature extraction, while the maximum values are set
on the basis of the available memory and processing time.

A windowing test can be set up to select all the projections of the feature points
that can be “well” localized.

First, all the points that are out of the field of view of the camera, or too close
to the boundaries of the image plane, are discarded. This is achieved by eliminating
all the points whose projections, so as predicted by the Kalman filter, are out of a
central window of the image plane. The central window is obtained by reducing the
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height (base) of the whole image plane of the quaifity,,;, (W ¢yn4,) from each
side, as shown in Fig. 6.

Then, all the feature points that are too close to each other are discarded. This
happens when the estimated distance between the projections of two or more points
is lower thanSy - Wy, (Sf- W emin) along the row’s (column’s) directiorsiy > 1
is a suitable security factor.

All the remaining points are “well” localizable; the effective dimensions of the
corresponding windows are dynamically adapted to the maximum allowable semi-
dimension, so as to guarantee an assigned security distance from the other points
and from the boundaries of the image plane (see Fig. 6).

Optimal feature points selection The number of feature points after pre-selection
and windowing test is typically too high with respect to the minimum number
sufficient to achieve the best Kalman filter precision. It has been demonstrated that
an optimal set of five or six feature points guarantees about the same precision as
that of the case when an higher number of feature points is considered [27,25].

The optimality of a sef” of feature points is valued through the composition of
suitably selected quality indexes into an optimal cost function. The quality indexes
must be able to provide accuracy, robustness and to minimize the oscillations in the
pose estimation variables. To achieve this goal it is necessary to ensure an optimal
spatial distribution of the projections of the feature points on the image plan and to
avoid chattering events between different optimal subsets of feature points chosen
during the object motion. Moreover, in order to exploit the potentialities of a multi-
camera system, it is important to achieve an optimal distribution of the feature points
among the different cameras.

Without loss of generality, the case of two identical cameras is considered.

A first quality index is the measure of spatial distribution of the predicted pro-
jections on the image planes of a subset0$elected points for théth camera,
1=1,2:

qi

1
Qsi = — Z min ) Hpj *Pk” .

Qi T—ie{l,...,q
k=17 %

Notice thaty = ¢; + ¢- is chosen betweehand8 to handle fault cases.

A second quality index is the measure of angular distribution of the predicted
projections on the image planes of a subsef; gelected points for theth camera,
i=1,2:

whereqy, is the angle between the vecior, | — p; and the vectop, — p;, being
P, the central gravity point of the whole subset of feature points, ang,tpeints
of the subset are considered in a counter-clockwise ordered sequence with respect

tope;, Withpg, 1 = py.
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In order to avoid chattering phenomena, the following quality index, which
introduces hysteresis effects on the change of the optimal combination of points, is
considered for thé-th camera; = 1, 2:

[14eif I'=Top
Qn = { 1 otherwise

wheree is a positive constant anfl,,; is the optimal set of feature points at the
previous sample time.
In order to distribute the points among the two cameras, the following indexes

are considered:
2 (2
Qe=1+<—1) o2
q \q 2

Qu = q1/d1 + g2/do
q/ min{d,,d2}

whereg; is the number of points assigned to thith camera, and; is the distance of

thei-th camera form the objeat~= 1, 2. The firstindex ensures an equal distribution

of points among the cameras. The second index takes into account the distance of
the cameras from the object, and thus allows managing different resolution zones of
different cameras.

The proposed quality indexes represent only some of the possible choices, but
guarantee satisfactory performance when used with the pre-selection method and the
windowing test presented above, for the case of two fixed cameras. Other examples
of quality indexes have been proposed [12], and some of them can be added to the
indexes adopted here.

The cost function is chosen as

QeQd
q

Q:Qh

(ChQle(n + Q2Q52Qa2)

and must be evaluated for all the possible combinations of the visible points on
positions. In order to determine the optimal set at each sample time, the initial optimal
combination of points is first evaluated off line. Then, only the combinations that
modify at most one point for camera with respect to the current optimal combination
are tested on line, thus achieving a considerable reduction of processing time.

It should be pointed out that, in some cases, the number of points resulting at the
end of the pre-selection step may bee too high to perform the optimal selection in
a reasonable time. In such a cases, a computational cheaper solution, based on the
optimal set at the previous time-step, can be adopted to find a sub-optimal set. For
sufficiently small sampling time, the sub-optimal solution is very close or coincides
with the optimal one.
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6 Estimation Procedure

A functional chart of the estimation procedure is reported in Fig. 7. It is assumed
that a BSP tree representation of the object is built off-line from the CAD model.
A Kalman filter is used to estimate the corresponding pose with respect to the base
frame at the next sample time. The feature points selection and windows placing
operation can be detailed as follows.

e Step 1:The visit algorithm described in the previous section is applied to the
BSP tree of the object to find the set of all the feature points that are visible from
the camera.

e Step 2: The resulting set of visible points is input to the algorithm for the
selection of the optimal feature points.

e Step 3:The location of the optimal feature points in the image plane at the next
sample time is computed on the basis of the object pose estimation provided by
the Kalman filter.

e Step 4: A dynamic windowing algorithm is executed to select the parts of the
image plane to be input to the feature extraction algorithm.

At this point, all the image windows of the optimal selected points are elaborated
using a feature extraction algorithm. The computed coordinates of the points in the
image plane are input to the Kalman filter which provides the estimate of the actual
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Fig. 8. Robot COMAU SMART3-S and SONY 8500CE cameras.

object pose and the predicted pose at the next sample time used by the pre-selection
algorithm.

Notice that the procedure described above can be extended to the case of multiple
objects moving among obstacles of known geometry [18]; if the obstacles are moving
with respect to the base frame, the corresponding motion variables can be estimated
using Kalman filters.

7 Experiments

7.1 Experimental Set-Up

The experimental set-up is composed by a PC with Pentium IV 1.7GHz processor
equipped with two MATROX Genesis boards, two SONY 8500CE B/W cameras,
and a COMAU SMART3-S robot (see Fig 8). The MATROX boards are used as
frame grabber and for a partial image processing (e.g., windows extraction from the
image). The PC host is also used to realize the whole BSP structures management,
the pre-selection algorithm, windows processing, the selection algorithm and the
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Kalman filtering. Some steps of image processing have been parallelized on the
MATROX boards and on the PC, so as to reduce computational time. The robot is
used to move an object in the visual space of the camera; thus the object position
and orientation with respect to the base frame of the robot can be computed from
joint position measurements via the direct kinematic equation. In order to test the
accuracy of the estimation provided by the Kalman filter, the cameras were calibrated
with respect to the base frame of the robot using the calibration procedure presented
in [26], where the robot is exploited to place a calibration pattern in some known
pose of the visible space of the cameras. The cameras resoluiith¥s763 pixels

and the nominal focal length of the lensesGanm, while the calibration parameters

for the two cameras are shown in Table 1. Notice that the parameters resulting from
the calibration procedure are slightly different for the two cameras, although their
nominal values are equal.

Camera#1

o = 187.96

co = 318.20

fu=-1955.84

fo=1953.41
0c1 =[1.2244 —1.7437 0.8540]" m

o1 =[—90.234° —1.880° 88.511°]T
d =[0.018 —0.019 —0.024 0.012 0.194]"

Camera # 2

ro = 263.76
co = 369.64

fu=—1966.35

fo =1958.10
02 = [1.6149 —1.6565 0.8623]T m

o2 =[—92.188° —18.032° —89.111°]7F
d =[0.009 0.0048 —0.0027 —0.0096 0.1393]™

Table 1. Calibration parameters resulting from the calibration procedure.

Vector ¢; contains the Roll, Pitch and Yaw angles of thth camera frame
with respect to the base frame corresponding to the m#gx while the vector
d = [g1 g2 93 94 d1 ] contains the parameters used for compensating the distortion
effects due to the imperfections of the lens profile and the alignment error of the
optical system, as described in [26]. The estimated value of the residual mean
triangulation error for the stereo camera systent.i8 mm. The sampling time
used for estimation is limited by the camera frame rate, which is afofgs. No
particular illumination equipment has been used to test the robustness of the setup
in the case of noisy visual measurements.

All the algorithms for BSP structure management, image processing and pose
estimation have been implemented in ANSI C. The image features are the corners
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Frequenza di ciclo: 26.84 Hz ( 38.4 ms) — NPVU: 35 — NPS: 8 — NPL: 8

Fig. 9. Image seen by the camera with the windows selected for feature extraction. A point
close to the center of each window marks the measured position of the corresponding feature
point.

of the object, which can be extracted with high robustness in various environmental
conditions. The feature extraction algorithm is based on Canny’s method for edge
detection [3] and on a simple custom implementation of a corner detector. In partic-
ular, to locate the position of a corner in a small window, all the straight segments are
searched first, using an LSQ interpolator algorithm; then all the intersection points
of these segments into the window are evaluated. The intersection points closer than
a given threshold are considered as a unique average corner, due to the image noise.
All the corners that are at a distance from the center of the window (which corre-
sponds to the position of the corner so as predicted by the Kalman filter) greater than
a maximum distance, are considered as fault measurements and are discarded. The
maximum distance corresponds to the variance of the distance between the measured
corner positions and those predicted by the Kalman filter.

The object used in the experiment is shown in Fig. 9, so as seen from the camera
during the motion, as well as in Fig. 8, where the whole experimental setup is
presented. The coordinates of th vertices of the object, used as feature points,
are reported in Table 2.

7.2 Experimental Results Using One Camera

Two different experiments have been realized for this case study. The first experiment
reflects a favorable situation where the object moves in the visible space of the camera
and most of the feature points that are visible at the initial time remain visible during
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o o o o o

#  z° y z # =z Y z

0 0.100 0.100 0.000 0.070 -0.039 0.092
1 0.100 -0.100 0.00®1 0.070 -0.070 0.092
2 -0.100 -0.100 0.002 0.029 -0.070 0.092
-0.100 0.100 0.00@3 0.029 -0.039 0.092
0.100 0.100 0.0524 -0.029 -0.038 0.051
0.100 -0.100 0.05P5 -0.029 -0.069 0.051
-0.100 -0.100 0.0526 -0.070 -0.070 0.051
-0.100 0.100 0.0527 -0.070 -0.039 0.051
8 0.070 0.069 0.0528 -0.029 -0.038 0.092
9 0.070 0.038 0.0529 -0.029 -0.069 0.092
10 0.029 0.038 0.051B0 -0.070 -0.070 0.092
11 0.029 0.069 0.05131 -0.070 -0.039 0.092
12 0.070 0.069 0.0982 -0.028 0.069 0.051
13 0.070 0.038 0.0933 -0.028 0.038 0.051
14 0.029 0.038 0.0924 -0.069 0.039 0.051
15 0.029 0.069 0.0935 -0.069 0.069 0.051
16 0.070 -0.039 0.051B6 -0.028 0.069 0.092
17 0.070 -0.070 0.05B7 -0.028 0.038 0.092
18 0.029 -0.070 0.051B8 -0.069 0.039 0.092
19 0.029 -0.039 0.051B9 -0.069 0.069 0.092

(o2 ¢ BN SN}

~

Table 2. Feature points coordinates with respect to the object frame, expressed in meters.

all the motion. The second experiment reflects an unfortunate situation where the
set of the visible points is very variable, and a large part of the object goes out of the
visible space of the camera during the motion.

The time history of the trajectory used for the first experiment is represented in
Fig. 10. The maximum linear velocity is abodittm/s and the maximum angular
velocity is abouB3 deg/s.

The time history of the estimation errors is shown in Fig. 11. Noticeably, the
accuracy of the system reaches the limit allowed by camera calibration, for all
the components of the motion. As it was expected, the errors for some motion
components are larger than others because only 2D information is available in a
single camera system. In particular, the estimation accuracy is lower alands
for the position, and about. andy, axis for the orientation. Considering that in the
experiment the,. axis is almost aligned and opposed to jfexis of the base frame,
the estimation errors are larger for theeomponent of the position, as well as the
roll andyaw components of the orientation.

In Fig. 12 the output of the whole selection algorithm is reported. For each of
the 40 feature points, two horizontal lines are considered: a point of the bottom
line indicates that the feature point was classified as visible by the pre-selection
algorithm at a particular sample time; a point of the top line indicates that the visible
feature point was chosen by the selection algorithm. Notice that 8 feature points are
selected at each sample time, in order to guarantee at least five or six measurements
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Fig. 10.Object trajectory with respect to the base frame used in the first experiment: position
trajectory (eft); orientation trajectoryr{ght).
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Fig. 11. Time history of the estimation errors in the first experiment: position ertog;(
orientation errorskfotton).

in the case of fault of the extraction algorithm for some of the points. Also, some
feature points are hidden during all the motion, while point number1 is only visible
over some time intervals. Finally, no chattering phenomena are present.
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Fig. 12.Visible points and selected points in the first experiment. For each point, the bottom
line indicates when it is visible, the top line indicates when it is selected for feature extraction.
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Fig. 13. Object trajectory with respect to the base frame used in the second experiment:
position trajectoryléft); orientation trajectoryr{ght).

The time history of the trajectory used for the second experiment is represented
in Fig. 13. The maximum linear velocity is abdiitm/s and the maximum angular
velocity is about deg/s.
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Fig. 14.Time history of the estimation errors in the second experiment: position etop)s (
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Fig. 15.Visible and selected points for the second experiment. For each point, the bottom line
indicates when it is visible, the top line indicates when it is selected for feature extraction.

The time history of the estimation error is shown in Fig. 14. It can be observed
that the error remains low but is greater than the estimation error of the previous
experiment. This is due to the fact that frem- 10 s tot = 60 s the object moves so
that it is partially out of the visible space of the camera; also, it rotates in such a way
that a side remains almost parallel to the image plane. In this situation, just a few
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Fig. 16.Time history of the estimation errors in the case of two cameras: position eipys (
orientation errorsk{otton).

feature points are visible; in addition, their projections on the image plane tend to be
close or aligned so that the points that can be well localizable is further reduced and/or
the spatial and angular distribution of the selected points is not optimal. This fact
penalizes the estimation accuracy and explains how the magnitude of the estimation
error components is one order greater than in the previous experiment, especially
for the y component for the position error and the“roll” and “yaw” components of
the orientation errors. The corresponding output of the pre-selection and selection
algorithms are reported in Fig. 15. It should be pointed out that the pre-selection
and selection algorithm are able to provide the optimal set of points independently
from the operating condition, although slight chattering phenomena appear in some
situation where the elements in set of localizable points is rapidly changing.

7.3 Experimental Results Using Two Cameras

The trajectory used for the experiment in the case of two cameras is the same rep-
resented in Fig. 10. The time history of the estimation errors is shown in Fig. 16.
Noticeably, the accuracy of the system reaches the limit allowed by cameras cali-
bration, for all the components of the motion, when the object does not move (about
5 - 1073 m for the position and aboutdeg for the orientation); during the motion
the tracking errors grow but remain limited. As it was expected, the errors for the
motion components are of the same order of magnitude, thanks to the use of a stereo
camera system.

In Fig. 17 the output of the whole selection algorithm, for the two cameras, is
reported. For each of thé) feature points, two horizontal lines are considered: a
point of the bottom line indicates that the feature point was classified as visible by the
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Fig. 17.Visible and selected points for Cameratdg) and Camera 2optton), in the case of
two cameras. For each point, the bottom line indicates when it is visible, the top line indicates
when it is selected for feature extraction.

pre-selection algorithm at a particular sample time; a point of the top line indicates
that the visible feature point was chosen by the selection algorithm. Notic8 that
feature points are selected at each sample time in order to guarantee at least five or
six measurements in the case of fault of the extraction algorithm for some of the
points. Remarkably} feature points for camera are chosen at each sampling time,
coherently with the almost symmetric disposition of the cameras with respect to the
object.
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8 Conclusion

The problem of real-time estimation of the pose (position and orientation) of a
moving object from visual measurements has been considered in this chapter. A
computationally efficient selection procedure has been presented, that allows eval-
uating the optimal set of feature points of the object to be used for image feature
extraction and pose estimation. The procedure can be applied to polyhedral objects
and is based on the representation of 3D objects by means of Binary Space Par-
titioning trees. The estimation technique fully exploits the noise rejection and the
prediction capabilities of the EKF. Experimental results have been reported, which
confirm the computational feasibility and the robustness of the presented visual
tracking scheme for the case of two cameras.

The algorithm presented in this chapter may represent a good starting point
to solve an important open issue for robotics applications: the visual tracking of
objects in an unstructured and dynamic environment. A typical application may be
the grasping of a moving object guided by a fixed visual system. In fact, for this
scenario, the end effector may be considered as a second object of known pose.
The proposed methodology may be used to develop a new strategy of automatic
detection of the occlusions that happen during the grasp execution, which can be
used to increase the task reliability. Similar problems may arise in cooperative robots
applications.

Acknowledgement

This work has been co-funded by ASI.

References

1. K.S. Arun, T.S. Huang, and S.B. Blostein, “Least square fitting of two 3D point sets,”
IEEE Trans. on Pattern Analysis and Machine Intelligenad. 9, pp. 698-700, 1997.

2. J. Baeten and J. De Schutter, “Hybrid vision/force control at corners in planar robotic-
contour following,”IEEE/ASME Trans. on Mechatroniogol. 7, pp. 143-151, 2002.

3. J. Canny, “A computational approach to edge detecti&EE Trans. on Pattern Analysis
and Machine Intelligencerol. 8, pp. 679—698, 1986.

4. T.W. Drummond and R. Cipolla, “Real-time tracking of complex structures with on-line
camera calibration British Machine Vision Confpp. 574-583, 1999.

5. B. Espiau, F. Chaumette, and P. Rives, “A new approach to visual servoing in robotics,”
IEEE Trans. on Robotics and Automatjamol. 8, pp. 313-326, 1992.

6. J.T. Feddema, C.S.G. Lee, and O.R. Mitchell, “Weighted selection of image features for
resolved rate visual feedback contrdEEE Trans. on Robotics and Automatjaol. 7,
pp. 31-47, 1991.

7. A. Fox and S. Hutchinson, “Exploiting visual constraints in the synthesis of uncertainty-
tolerant motion plans,JEEE Trans. on Robotics and Automatjorol. 11, pp. 56-71,
1995.

8. P.C.HoandW. Wang, “Occlusion culling using minimum occluder set and opacity map,”
Proc. of 1999 IEEE Int. Conf. on Information Visualizatjg@p. 292-300, 1999.



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Real-Time Visual Tracking of 3D Objects 149

. B.K.P. Horn, K.M. Hilden, and S. Negahdaripour, “Closed-form solution of absolute

orientation using orthonormal matricesl’ of Optical Society of Americavol. A-5,

pp. 1127-1135, 1998.

R. Horaud, F. Dornaika, and B. Espiau, “Visually guided object graspiB&E Trans.

on Robotics and Automatiowol. 14, pp. 525-532, 1998.

S. Hutchinson, G.D. Hager, and P.I. Corke, “A tutorial on visual servo contEfE
Trans. on Robotics and Automatiorol. 12, pp. 651-670, 1996.

F. Janabi-Sharifi and W.J. Wilson, “Automatic selection of image features for visual
servoing,”IEEE Trans. on Robotics and Automatjaol. 13, pp. 890-903, 1997.

F. Janabi-Sharifi and W.J. Wilson, “Automatic grasp planning for visual-vervo controlled
robotic maniopulators,JEEE Trans. on Systems, Man, and Cybernetics — Part B: Cy-
berneticsvol. 28, pp. 693-711, 1998.

F. Kececiand H.-H. Nagel, “Machine-vision-based estimation of pose and size parameters
from a generic workpiece descriptioriroc. of 2001 IEEE Int. Conf. on Robotics and
Automation pp. 2159-2164, 2001.

S. Lee and Y. Kay, “An accurate estimation of 3-D position and orientation of a moving
object for robot stereo vision: Kalman filter approadbrbc. of 1990 IEEE Int. Conf. on
Robotics and Automatiompp. 414-419, 1990.

V. Lippiello, Architetture, Algoritmi di Calibrazione e Tecniche di Stima dello Stato per
un Sistema Asservito in VisionglS, Univ. of Naples, Laurea Thesis, 2000.

V. Lippiello, B. Siciliano, and L. Villani, “Position and orientation estimation based on
Kalman filtering of stereo imaged?roc. of 2001 IEEE Int. Conf. on Control Applicatigns

pp. 702-707, 2001.

V. Lippiello, B. Siciliano, and L. Villani, “Objects motion estimation via BSP tree mod-
eling and Kalman filtering of stereo imageBfoc. of 2002 IEEE Int. Conf. on Robotics
and Automationpp. 2968-2973, 2002.

E. Malis, F. Chaumette, and S. Boudet, “2 1/2 D visual servolBg,E Trans. on Robotics

and Automationvol. 15, pp. 234-246, 1999.

K. Nickels and S. Hutchinson, “Weighting observations: The use of kinematic models in
object tracking,"Proc. of 1998 IEEE Int. Conf. on Robotics and Automatiogn 1677—
1682, 1998.

J.N. Pan, Y.Q. Shi, and C.Q. Shu, “A Kalman filter in motion analysis from stereo image
sequence,Proc. of 1994 |IEEE Int. Conf. on Image Processipg. 63-67, 1994.

M. Paterson and F. Yao, “Efficient binary space partitions for hidden-surface removal and
solid modeling,"Discrete and Computational Geometwpl. 5, pp. 485-503, 1990.

L. Sciavicco and B. Siciliandylodelling and Control of Robot Manipulatqr@nd Ed.,
Springer Verlag, 2000.

K. Tarabanis, R. Y. Tsai, and A. Kaul, “Computing occlusion-free viewpoitEEE
Trans. on Pattern Analysis and Machine Intelligenesl. 18, pp. 279-292, 1996.

J. Wang and J.W. Wilson, “3D relative position and orientation estimation using Kalman
filter for robot control,” Proc. of 1992 IEEE Int. Conf. on Robotics and Automation
pp. 2638—-2645, 1992.

J. Weng, P. Cohen, and M. Herniou, “Camera calibration with distortion models ad
accuracy evaluation|EEE Trans. on Pattern Analysis and Machine Intelligencs. 14,

pp. 965-980, 1992.

J.W. Wilson, C.W. Hulls, and G. Bell, “Relative end-effector control using cartesian
position based visual servoinglEEE Trans. on Robotics and Automatjovol. 12,

pp. 684-696, 1996.

J.S.-C. Yuan, “A general photogrammetric method for determining object position and
orientation,”IEEE Trans. on Robotics and Automatjaol. 5, pp. 129-142, 1999.



150 F. Caccavalet al.

Appendix
The computation of the2fnn x 12) Jacobian matrixC}, in (14) gives
| 9g dg dg dg dg dg
Ce=\os, © e 0 92 0 aps Y oaw, © oy © k(15)

where0 is a null 2mn x 1) vector corresponding to the partial derivativegafith
respect to the velocity variables, which are null because fungtidmes not depend

on the velocity.
Taking into account the expression gfin (8), the non-null elements of the
Jacobian matrix (15) have the form:

9 I; _ 895; c cazjc c\—2

9 y]C _ ay}: c cazjc' c\—2

Oa (z;:) N (6@ %7 Yi%8a (5) (17
wherea = x,, Yo, 2o, Po, Yo, Vo, i = 1,...,n, 5 =1,...,m.

The partial derivatives on the right-hand side of (16) and (17) can be computed

as follows.
In view of (3), the partial derivatives with respect to the components of vector
0, =[x, Yo 2T arethe elements of the Jacobian matrix

op;

= RT.
do, ¢

In order to express in compact form the partial derivatives with respect to the
components of the vecter, = [p, ¥, ,]7T, itis useful to consider the follow-
ing equalities [23]

dR,(¢,) = S(dw,)Ro(9,) = Ro(,)S(R] (,)dw,) (18)
dw, = To(p,)d, (19)

whereS(.) is the skew-symmetric matrix operatar, is the angular velocity of the
object frame with respect to the base frame, and the matRgemndT ,, in the case
of Roll, Pitch, Yaw angles, have the form

Cﬂpo Cy, C‘Po 59, Swo - S@ocwo CWO Sﬂocwo + S‘Po Swo

Ro(D,) = | 50,C0, 50050,5%, T CooCipy  S0,59,Cp — Cpo S,
_8’190 Cﬂosd)o cﬁoc"/)o
O 75@0 C‘Pocﬂo

To(d) = |0 cp,  Sp,c0, |,
1 0 —S9,
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with ¢, = cos @ ands,, = sin(«). By virtue of (18), (19), and the properties of the
skew-symmetric matrix operator, the following chain of equalities holds

d(R,(,)P3) = d(Ro(,))PS = Ro(b,)S(RL (¢,)To(0,)d,)pS
= Ro(,)S™ (P)) R (6,)To(,)deb,
= ST(R,(¢,)p)To(,)db,,
hence

W”? = ST (Ro(¢,)P))To(,)- (20)

At this point, by virtue of (3) and (20), the following equality holds

ap; — RT8R0(¢O)
b, 09,

pS = RIS (R, (,)p)To(8,).



