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ABSTRACT
Research on bipedal locomotion has shown that a dynamic walking gait is energetically more effi-
cient than a statically stable one. Analogously, even though statically stable multi-wheeled robots
are easier to control, they are energetically less efficient and have low accelerations to avoid tipping
over. In contrast, theballbot is anunderactuated, nonholonomically constrainedmobile robot,whose
upward equilibrium point has to be stabilised by active control. In this work, we derive coordinate-
invariant, reduced, Euler–Poincaré equations of motion for the ballbot. By means of partial feedback
linearisation, we obtain two independent passive outputs with corresponding storage functions and
utilise these to come up with energy-shaping control laws which move the system along the tra-
jectories of a new Lagrangian system whose desired equilibrium point is asymptotically stable by
construction. The basin of attraction of this controller is shown to be almost global under certain
conditions on the design of the mechanism which are reflected directly in the mass matrix of the
unforced equations of motion.

1. Introduction

Contemporary research on robotics has steered towards
the incorporation of robots into everyday lives of humans.
Robots are expected to safely interact with humans both
outdoors and in human environments. This motivation
requires robots not only to bemobile and slim but also tall
enough to facilitate interaction. On the other hand, con-
ventional multi-wheeled statically stable robots are typ-
ically built to have a low centre of gravity in order to
prevent them from easily tipping over. The satisfaction
of these two conflicting requirements urges the mobile
robots to have large, wide, and heavy bases. At the cost
of the necessity to design a more complicated controller,
a more efficient method to tackle the interaction problem
is to utilise dynamically stable robots.

One of themost popular dynamically balancing robots
is the two-wheeled Segway (Nguyen et al., 2004). The
ballbot was introduced as amobile robotmoving on a sin-
gle spherical omnidirectional wheel (Lauwers, Kantor, &
Hollis, 2005, 2006). The ballbot, whose design is detailed
in Nagarajan, Kantor, and Hollis (2013) and Nagarajan,
Mampetta, Kantor, and Hollis (2009) is typically slim and
as tall as an adult human, rendering it able to interact with
humans while navigating constrained environments.

Even though a variant of this robot has been built
by many laboratories (Hertig, Schindler, Bloesch, Remy,
& Siegwart, 2013; Leutenegger & Fankhauser, 2010), its
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control framework has been restricted to the use of clas-
sic methods such as linearisation about a desired equilib-
rium in coordinates and proportional-integral-derivative
(PID) controllers (Kumaga & Ochiai, 2009; Leuteneg-
ger & Fankhauser, 2010). Derivation of the equations
of motion of the ballbot with a 3-DoF manipulator
mounted on top using both Lagrange’s and Kane’s meth-
ods have been performed in Asgari, Zarafshan, and
Moosavian (2015). The authors have confirmed that the
two approaches agree with each other with a numeri-
cal simulation. They have also designed two control laws
for the x–y motion of the ballbot and for manipulation,
respectively, without explicitly addressing stability prop-
erties.Moreover,many controllers are typically developed
by restricting the dynamics of the ballbot to a vertical 2D
plane and applied to the 3D robot by an ad hoc extension
to two distinct vertical planes. This procedure inevitably
ignores the energetic interaction of the full dynamics of
the robot along these planes. Trajectory planning based
on motion primitives has been presented in Nagarajan,
Kantor, and Hollis (2012), while in Nagarajan, Kim, and
Hollis (2012), authors plan a trajectory for the ballbot
equipped with the right and left arms. A sliding-mode
controller has also been designed for this system in Liao,
Tsai, Li, and Chan (2008). For the most part, the equa-
tions of motion of the full dynamics of the ballbot have
been derived in coordinates, which injects a fair bit of
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unnecessary complexity into the problem formulation,
requires the use of a symbolic manipulation software
and a decent amount of storage space in the com-
puter (Leutenegger & Fankhauser, 2010). The only excep-
tion to this trend has been provided in Inal, Morgul, and
Saranli (2012), where the authors derive a dynamicmodel
of the ballbot which additionally assumes that the body
has no yaw motion relative to the ball using Newton’s
laws. This lengthy procedure, which was omitted from
the paper due to space considerations, leads to a dynam-
ical model of the system which is not particularly easy
to work with for control synthesis. Finally, in Larimi,
Zarafshan, and Moosavian (2015), a stabilisation algo-
rithm for a two-wheeled mobile manipulator (TWMM),
which is a robot with similar characteristics with the ball-
bot, has been presented. The controller designed in this
paper utilises the zero moment point (ZMP) idea from
the bipedal robotic literature to asymptotically stabilise
the motion of the TWMM.

In this paper, we derive the Euler–Lagrange equations
of motion of the full dynamics of the ballbot without
resort to any coordinate system. This yields a compact,
yet explicit representation of the equations of motion,
which recover the 2D dynamics of the ballbot, restricted
to a vertical plane, given in the literature (Nagarajan
et al., 2013). Preliminary results on the derivation and
linearisation of the intrinsic dynamics of the ballbot
is reported in Satici, Ruggiero, Lippiello, and Siciliano
(2016). The Euler–Poincaré dynamics developed in this
paper yields a reduced set of 10 first-order ordinary dif-
ferential equations (ODEs) that govern the motion of the
ballbot as opposed to the conventional Newton–Euler
approach which would yield 16 first-order ODEs. We
develop energy-shaping control laws, that use the avail-
able control inputs to make the system look like a new
Lagrangian system with a desired asymptotically stable
equilibrium point, for both the 2D and the 3D dynam-
ics of the ballbot. While in the 2D case, we are able to
follow the procedure outlined in Donaire et al. (2016)
so as to shape the energy, for the 3D-case, this proce-
dure needs to be extended because the form of the Euler–
Poincaré does not exactly match the form of the Euler–
Lagrange equations as handled in that work. The deriva-
tion of the total energy-shaping control law for the ball-
bot shows the applicability of the approach to a system
with considerably more number of states than the exam-
ples previously reported in the literature. The main con-
tribution of this paper is providing an intrinsic and uni-
fied framework to study the dynamics and control of the
balancing system consisting of a heavy top on a spherical
wheel as well as providing nonlinear energy-shaping con-
trol law whose basin of attraction is almost global as long
as the mechanism is judiciously designed.

Figure . Ballbot: bodies and frames.

2. Lagrangian dynamics of the ballbot

In this section, we present the background information
to be used in the remainder of this paper including the
kinematics and dynamics of the ballbot. We start by not-
ing that every vector quantity in this paper is represented
in the spatial frame.

2.1 Background and kinematics

The skeleton diagram of the ballbot is depicted in
Figure 1. It is constructed via the interconnection of a
rigid spherical wheel and a rigid cylindrical body such
that the body is unable to translate with respect to the ball
but is free to move otherwise. Therefore, the configura-
tionmanifold of the ballbot isQ = R

2 × SO(3) × SO(3).
The inertial frame, denoted by�S, is fixed to a horizontal
plane. The spherical wheel is represented by the frame�B
and is assumed to have its centre of mass at its geometric
centre. As a result, the vector from the point of contact of
the sphere with the ground and its centre of mass is given
by re3 in the inertial frame. Here, r denotes the radius of
the sphere, and throughout the paper, en denotes the nth
standard unit vector. The cylindrical rigid body situated
on the wheel is referred to as the ‘top’ and is bestown a
reference frame denoted by�T. The centre of mass of the
top is assumed to lie on the central axis of its geometri-
cal shape at a distance l > 0 from the centre of the ball.
The ball is assumed to roll without slipping, yielding the
well-known nonholonomic constraint between the time
derivative of its position vector psb and its spatial angular
velocity ωsb

ṗsb = rωsb × e3 = rω̂sbe3, (1)

where we introduced the hat � operator, which stands
for the standard isomorphism between R

3 and so(3). Its
inverse is denoted by the symbol �, known as the vee
map (Murray, Sastry, & Zexiang, 1994).

The kinematics of the orientation of the ball and the
top are given in the spatial frame by the familiar rigid
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body orientation kinematics

Ṙsb = ω̂sbRsb, Ṙst = ω̂stRst . (2)

Using notation and methods from Murray et al. (1994),
we express the velocity of the top with respect to the
inertial frame Vst in terms of the velocity of the ball with
respect to the inertial frameVsb and the velocity of the top
with respect to the ball Vbt

Vst =
[

vst
omegast

]
=

[
vsb + psb × Rsbωbt
omegasb + Rsbωbt

]
. (3)

We can now compute the time derivative of pst as a
function of the time derivative of psb, the angular veloc-
ity of the top with respect to the inertial frame and the
orientation of the top:

ṗst = ṗsb + lωst × Rste3. (4)

Throughout this paper, the dot product of two vectors
is denoted by x · y = xTy for any x, y ∈ R

n. Unless it is
conspicuous from the context, the n × n identity matrix
is denoted by In. Similarly, the n×mmatrix composed of
zero elements is denoted by 0n×m, and it is written as 0n if
n = m. Some properties of the hat map that we freely use
in the remainder are as follows:

x̂y = x × y = −y × x = −ŷx,
x · ŷz = y · ẑx = z · x̂y,

hatxŷẑ = (x · z) y − (
x · y) z,

for any x, y, z ∈ R
3.

2.2 Lagrangian

We write the Lagrangian of the ballbot in the spatial
frame, that is, as seen by an observer stationary in the
inertial frame. Note that it is imperative that the rolling
constraint (1) not be inserted into the Lagrangian before
its variation is taken. If the variation of the Lagrangian
is taken after the substitution of the nonholonomic con-
straints, this yields the vakonomic equations, which are
known to disagree with the dynamics of rigid bodies.
Instead, one should take the variation before the impo-
sition of the nonholonomic constraints, leading to the
Lagrange–d’Alembert equations, the correct equations of
motion (Baillieul, Bloch, Crouch,&Marsden, 2008; Lewis
& Murray, 1995). The inertia of the ball and the top
expressed in the inertial frame Ib, It � Sym2(Q), respec-
tively, are positive-definite symmetric (0, 2)-tensor fields
on Q. Their respective masses are denoted bymb andmt.

The kinetic energy of the ball is given by the sum of
its rotational and translational kinetic energies, while its
potential energy is zero, since its height with respect to
the inertial frame remains a constant

Kb = 1
2
ωsb · Ibωsb + 1

2
mbṗsb · ṗsb,

Vb = 0.

The potential energy of the top is given by the height
of its centre of mass from the horizontal multiplied by
its mass. The kinetic energy of the top can be written in
terms of the rotational velocity of the top and the transla-
tional velocity of the ball with respect to the inertial frame
by substituting from (4):

Kt = 1
2
ωst · Itωst + 1

2
mt ṗst · ṗst

= 1
2
ωst · Itωst + 1

2
mtl2ωst · ωst + 1

2
mt ṗsb · ṗsb

−1
2
mtl2 (ωst · Rste3)2 + mtl ṗsb · (ωst × Rste3) ,

Vt = mtgle3 · Rste3.

Therefore, the Lagrangian L = K − V = Kt + Kb − Vt is

L = 1
2
ωst · Itωst + 1

2
mtl2ωst · ωst + 1

2
ωsb · Ibωsb

+ 1
2
(mb + mt ) ṗsb · ṗsb − 1

2
mtl2 (ωst · Rste3)2

+mtl ṗsb · (ωst × Rste3) − mtgle3 · Rste3. (5)

Let us define an element of the unit 2-sphere � :=
Rste3. This quantity represents the direction of the centre
of mass of the top expressed in the inertial coordinates.
Next, we write the Lagrangian in terms of �, the angu-
lar velocity of the top with respect to the inertial frame
and the angular velocity of the ball with respect to the top,
all expressed in the inertial frame. We represent the latter
quantity by ω̄tb and compute it by ω̄tb = ωsb − ωst . When
the Lagrangian (5) is expressed with these quantities, it
takes the reduced form

� = 1
2

〈
ωst ,

(
It + Ib + mtl2I3

)
ωst

〉 + 〈ωst , Ibω̄tb〉

+ 1
2

〈ω̄tb, Ibω̄tb〉 + 1
2
(mb + mt )

〈
ṗsb, ṗsb

〉
− 1

2
mtl2 〈ωst , �〉2 +mtl

〈
ṗsb, ωst × �

〉 −mtgl 〈e3, �〉 .

(6)
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2.3 Euler–Poincaré equations of the ballbot

The equations of motion of the ballbot can be reduced
from TQ to so(3) × so(3) × S

2 × R
2 to yield the Euler–

Poincaré equations (Schneider, 2002) for the ballbot. We
can derive the evolution of � by differentiating its defini-
tion and using the kinematics of the rigid body,

�̇ = Ṙst e3 = ωst × Rste3 = ωst × �, (7a)

�̇ + � × ωst = 0. (7b)

We freely make use of the following identities when
taking the variation of the reduced Lagrangian (6):,

δR−1 = −R−1δRR−1, (8a)

δI = δRR−1I − IδRR−1, (8b)

δω = η̇ + η × ω, (8c)

δ ṗ = d
d t

(
δp

)
. (8d)

whereR� SO(3),ω ∈ so(3), p ∈ R
3, and so(3) � η̂ =

δRR−1. The action integral is given by s = ∫
�dt , whose

variation, δs = ∫
δ�dt , is computed by

δs =
∫ (

δ�

δRst
δRst + δ�

δωst
δωst + δ�

δω̄tb
δω̄tb

+ δ�

δ�
δ� + δ�

δ ṗsb
δ ṗsb

)
dt.

Let us compute the individual termsmaking use of the
additional relation δ� = ηst × �

∫
δ�

δRst
δRstdt =

∫
1
2

〈
ωst ,

(
η̂st It − It η̂st

)
ωst

〉
dt =

∫
〈Itωst × ωst , ηst〉 dt,∫

δ�

δωst
δωstdt =

∫ 〈
∂�

∂ωst
, η̇st + ηst × ωst

〉

dt =
∫ {〈

− d
dt

∂�

∂ωst
+ ωst × ∂�

∂ωst
, ηst

〉}
dt

=
∫ 〈 − (

ω̂st It − It ω̂st
)
ωst − (

It + Ib + mtl2I3
)
ω̇st

− Ib ˙̄ωtb + mtl2 (〈ω̇st , �〉� + 〈ωst , �〉ωst × �)

−mtl
(
(ωst × �) × ṗsb + � × p̈sb

) + ωst

× (
It+Ib+mtl2I3

)
ωst+ωst × Ibω̄tb−mtl2 〈ωst , �〉 ωst

× � + mtl
(
ωst × (

� × ṗsb
))

, ηst
〉
dt,

∫
δ�

δω̄tb
δω̄tbdt =

∫
〈− d

dt
∂�

∂ω̄tb
+ ω̄tb × ∂�

∂ω̄tb

rangledt =
∫ 〈 − Ib

(
ω̇st + ˙̄ωtb

) + ω̄tb

× Ib (ωst + ω̄tb) , η̄tb
〉
dt,∫

δ�

δ�
δ�dt =

∫ 〈
∂�

∂�
, ηst × �

〉
dt =

∫ 〈
� × ∂�

∂�
, ηst

〉

dt =
∫ 〈 − mtl2〈ωst , �〉� × ωst

+mtl
(
�× (

ṗsb × ωst
)) −mtgl� × e3, ηst

〉
dt,

∫
δ�

δ ṗsb
δ ṗsbdt =

∫ 〈
− d

dt
∂�

∂ ṗsb
, δpsb

〉

dt =
∫

〈−(mb + mt ) p̈sb − mtl
(
ω̇st × � + ωst

× (ωst × �)
)
, δpsb〉dt

=
∫ 〈 − (mb + mt )r p̈sb − mtl

(
ω̇st

×� + ωst × (ωst × �)
)
, (ηst + η̄tb)

× e3
〉
dt =

∫ 〈 − (mb + mt )re3 × p̈sb

−mtrl
(
e3 × (ω̇st × �)

+ e3 × (ωst × (ωst×�))
)
, (ηst+η̄tb)

〉
dt.

Keeping accordance with the literature, we assume
that the rotation of the ball along the inertial z-axis
cannot be actuated and is always a constant during
the motion of the ballbot. We consider the scenario
where the relative orientation between the ball and
the top is actuated as in Nagarajan et al. (2013) and
Leutenegger and Fankhauser (2010). In other words,
the control input belongs to the subbundle of the
cotangent bundle of Q, characterised by the annihi-
lator of the relative angular velocity ωtb: τ ′ ∈ {σ ∈
so∗(3) : 〈σ, ωtb〉 = 0}, after its identification with R

3.
We notice that ω̂tb = AdRT

st

(
ω̂sb − ω̂st

)
and using the

dual of this mapping, we find the forced Euler–
Lagrange equations of motion of the ballbot. We add
the variations computed above and insert the rolling
constraint (1) expressed as ṗsb = r (ωst + ω̄tb) × e3 to
arrive at,

(
It + mtl2

(
I3 − � ⊗ �	) + Ib − (mb + mt )r2ê23

− mtrl
(
�̂ê3 + ê3�̂

))
ω̇st

+
(
Ib − (mb + mt )r2ê23 − mtrl�̂ê3

) ˙̄ωtb
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Figure . Error between Euler–Poincaré equations and the conventional Lagrangian approach.

+ mtl2 〈ωst , �〉 �̂ωst + mtrlê3ω̂2
st� + ωst

× Itωst − ωst × Ibω̄tb − mtgle3 × � = 0, (9a)(
Ib − (mb + mt )r2ê23 − mtrlê3�̂

)
ω̇st

+ (
Ib − (mb + mt )r2ê23

) ˙̄ωtb

+ mtrlê3ω̂2
st� − ω̄tb × Ibωst = Rstτ. (9b)

Notice that this system is defined on so(3) × so(3) ×
S
2 × R

2, which has dimension 10, as opposed to the
original system, which is defined on TQ, with a dimen-
sion count of 16. In case the translational dynamics of
the ball, which does not affect the stability of the sys-
tem, is not considered, the reduced equations evolve
on an eight-dimensional manifold, whereas the orig-
inal equations of motion evolve on a 12-dimensional
one.

We note the following definitions to be utilised as in
the subsequent sections:

m11 = It + mtl2
(
I3 − � ⊗ �	) + Ib

− (mb + mt )r2ê23 − mtrl
(
�̂ê3 + ê3�̂

)
,

m12 = Ib − (mb + mt )r2ê23 − mtrl�̂ê3,
m22 = Ib − (mb + mt )r2ê23.

A comparison of the Euler–Poincaré dynamics and
the conventional Euler–Lagrange equations derived using

coordinates is made in Figure 2, where the errors in Rst,
Rsb, and psb between the two approaches have been plot-
ted when the ballbot is operated freely under its drift vec-
tor field. Since the numerical integration error margin to
be tolerated has been selected to be 10−7, these errors are
well within the tolerance range.

2.4 2D dynamics

We are interested in finding out how the equations of
motion restrict to the plane spanned by the inertial x–z
axes. In particular, we are going to use coordinates (x, θ)
on the circle for the rotation of the top with respect to the
inertial frame and the rotation of the top with respect to
the ball, respectively. With this choice, the relevant quan-
tities take on the values

Rst = Re2,x, ωst = ẋe2; Rtb = Re2,θ , ωsb = θ̇e2,

where Re2,ζ is the simple rotation matrix by ζ radi-
ans around the second standard basis vector e2. When
restricted to the plane, the nonholonomic constraint
becomes a holonomic one, and is given by

ṗsb = rωsb × e3 = [
r
(
ẋ + θ̇

)
0 0

]	
. (10)
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Using these quantities, the Lagrangian (5) restricted to
the inertial x–z plane is computed to be

L = 1
2

(
It + mtl2 + mtrl cos (x) + Ib + (mb + mt )r2

)
ẋ2

+ (
Ib + (mb + mt )r2 + mtrl cos (x)

)
ẋθ̇

+ 1
2

(
Ib + (mb + mt )r2

)
θ̇2 − mtgl cos x.

We can either use the conventional Euler–Lagrange
equations with coordinates (x, θ) or directly the
coordinate-invariant equations (9) derived in the pre-
vious section to compute the equations of motion of
the ballbot restricted to the plane. It is readily checked
that these two distinct methods yield exactly the same
equations, which are given by

M(q)q̈ +C(q, q̇)q̇ + g(q)

:=
[

α + γ + 2β cos x α + β cos x
alpha + β cos x α

][
ẍ

ddotθ

]

+
[−β sin xẋ 0

−β sin xẋ 0

][
ẋ

dotθ

]

+
[−μ sin x

0

]
=

[
0
1

]
τ (11)

complemented by the rolling constraint (10). The various
constants in these equations are given by α := Ib, 22 + (mb
+mt)r2, β := mtrl, γ := It, 22 +mtl2 and μ := mtgl. These
equations correspond exactly to the ones given inNagara-
jan et al. (2013).

3. Passivity based control design

When τ = 0, we can determine the equilibria of the ball-
bot using the equations of motion (9) with the rolling
contraint (1) and (7). Along with the fact that the iner-
tial z-axis rotation of the ball is assumed to be stationary,
the rolling constraints yields ṗsb = 0 ⇐⇒ ωsb = ωst +
ω̄tb = 0. Inserting psb = constant and ω̄tb = 0 into the
equations of motion (9) along with ωst � 0 yields e3 ×
� = 0. In other words, the uncontrolled equilibria of the
ballbot are given by

E± = {(psb, �, ṗsb, ωsb, ωst
) ∈ TQ : psb

= const, � = ±e3
omegast = ω̄tb = 0, ṗsb = 0}.

Notice that E+ corresponds to the upward equilibrium
point, that is, the top points in the inertial positive
z-direction and E− corresponds to the downward equi-
librium point. The control objective is to asymptotically
stabilise the set E+.

3.1 Passivity and energy considerations for the 2D
ballbot

Partial feedback linearisation of (11) is achieved by the
following feedback:

τ =
(

α − (α + β cos (x))2

α + γ + 2β cos (x)

)
u

+
(

α + β cos (x)
α + γ + 2β cos (x)

− 1
)

β sin (x)ẋ2

+ μ (α + β cos (x))
α + γ + 2β cos (x)

sin (x).

which yields the system,

(α + γ + 2β cos (x)) ẍ − β sin (x)ẋ2 − μ sin (x)
= − (α + β cos (x)) u, (12a)

θ̈ = u. (12b)

The following are two passive outputs:

y1 = θ̇ , (13a)

y2 = − (α + β cos (x)) ẋ. (13b)

with the corresponding storage functions,

H1 = 1
2
θ̇2, (14a)

H2 = 1
2

(α + γ + 2β cos (x)) ẋ2 + μ cos (x). (14b)

3.2 2D Energy-shaping control

Let us consider the following Lyapunov function
candidate

Hd = ke (k1H1 + k2H2) + 1
2
kk

(
k1y1 + k2y2

)2
+ 1

2
kI (k1θ − k2 (αx + β sin (x)))2 , (15)

Notice that this Lyapunov function candidate comes from
a desired energy function that can be written as Hd =
1
2 [ θ̇ ẋ ]Md

[
θ̇

dotx

]
+Vd , where

Md,11 = kek1 + k21kk,
Md,12 = −k1k2kk (α + β cos (x)) ,

Md,22 = kek2 (α+γ+2β cos (x))+k22kk (α + β cos (x))2 ,

Vd = kek2μ cos (x) + 1
2
kI (k1θ − k2 (αx + β sin (x)))2 .
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The conditions under which Md and Vd can be selected
such thatHd is a Lyapunov function are developed in the
next subsection for the 3D-dynamics of the ballbot. Tak-
ing the Lie derivative of (15) along the solutions of (12),
we get

Ḣd = (
k1y1 + k2y2

) [(
ke + k1kk + k2kk

(α + β cos (x))2

α + γ + 2β cos (x)

)
u

+ k2kk

(
− (α + βcx)

(
βsx

α + γ + 2βcx
ẋ2

+ μsx
α + γ + 2βcx

)
+ βsxẋ2

)

+ kI (k1θ − k2 (αx + βsx))

]
.

Once we select the control as follows:

u = −1
k

[
k2kk

(
− (α + βcx)

(
βsx

α + γ + 2βcx
ẋ2

+ μsx
α + γ + 2βcx

)
+ βsxẋ2

)

+ kI (k1θ − k2 (αx + βsx)) + kp
(
k1y1 + k2y2

) ]

where k = ke + k1kk + k2kk (α+βcx )2
α+γ+2βcx

, the time derivative
of Hd becomes

Ḣd = −kp
(
k1y1 + k2y2

)2 ≤ 0.

Once the detectability of the output y = k1y1 + k2y2 is
proven, this implies that the desired equilibrium point is
asymptotically stable. The detectability of this output is
proven in the next section for the full dynamics of the
ballbot. It is omitted in this section because that calcu-
lation can be applied to the 2D dynamics verbatim.

3.3 Passivity and energy considerations for the 3D
ballbot

Partial feedback linearisation of the equations of
motion (9) on the second factor yields,

(
It + mtl2

(
I3 − � ⊗ �	) + Ib

−(mb + mt )r2ê23 − mtrl
(
�̂ê3 + ê3�̂

) )
ω̇st

+mtl2 〈ωst , �〉 �̂ωst + mtrlê3ω̂2
st� + ωst

×Itωst − ωst × Ibω̄tb − mtgle3 × �

= −
(
Ib − (mb + mt )r2ê23 − mtrl�̂ê3

)
u, (16a)

˙̄ωtb = u (16b)

where the feedback linearising torque is given by

τ = R	
st

(
m22 − m	

12m
−1
11 m12

)
×

(
u + mtrl

(
I3 − m	

12m
−1
11

)
ê3ω̂2

st�

−m	
12m

−1
11 mtl2〈ωst , �〉�̂ωst

+m	
12m

−1
11 mtgl (e3 × �)

)
.

The following are two passive outputs:,

y1 = ω̄tb, (17a)

y2 = −
(
Ib − (mb + mt )r2ê23 − β ê3�̂

)
ωst (17b)

with the corresponding storage functions,

H1 = 1
2
ω̄tb · ω̄tb, (18a)

H2 = 1
2
ωst · (

Ib − (mb + mt )r2ê23 − β
(
�̂ê3 + ê3�̂

)
+ It + mtl2I3

)
ωst − 1

2
mtl2 (ωst · �)2 + μe3 · �.

(18b)

The passivity of the pair (y1, H1) is readily seen.

dH1

dt
= 〈ω̄tb, u〉 = 〈

y1, u
〉
.

To prove the same statement for the pair (y2, H2), we
calculate

dH2

dt
= ωst · [(

Ib − (mb + mt )r2ê23 − β
(
�̂ê3 + ê3�̂

)
+ It + mtl2

)
ω̇st − μe3 × �

+ 1
2
β
(
� × (ωst × (e3 × ωst ))

− e3 × (ωst × (� × ωst ))
)]

= ωst ·
[

− (Ib − (mb + mt )r2ê23

− β�̂ê3)u − β (e3 × (ωst × (ωst × �)))

−1
2
β (2e3 × (ωst × (� × ωst )))

]

=
〈
−

(
Ib − (mb + mt )r2ê23 − β ê3�̂

)
ωst , u

〉
= 〈

y2, u
〉
,
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where the second to the last step follows by noticing
that the first two terms in the final expression below are
orthogonal to ωst.

� × (ωst × (e3 × ωst ))

= −ωst × ((e3 × ωst ) × �) − (e3 × ωst ) × (� × ωst )

= −ωst × ((e3 × ωst ) × �)

−ωst × ((� × ωst ) × e3) − e3 × (ωst × (� × ωst )) .

Lemma 3.1: The integrals of the passive outputs can be
computed to be,

˙̄
θ tb = y1, (19a)

d
dt

{−m22θst − βe3 × �} = y2. (19b)

Proof: Wefirst compute the integral of part of the second
output,−βe3 × (� × ωst). Let�(�,ωst)= βe3 × �, then

d�
dt

= β
(
e3 × �̇

) = −β (e3 × (� × ωst )). (20)

To locally express the integral of the remaining terms,
we use the exponential mapping from so(3) to SO(3) to
express the rotation so that

Rst = eθ̂st , Rtb = eθ̂tb = e−θ̂st eθ̂sb.

Upon differentiation and utilisation of the rigid body
kinematics (2), we have

ω̂st = ṘstR	
st = ˙̂

θ st ,

hatω̄tb = AdRst ω̂tb = AdRst

(
ṘtbR	

tb
) = −˙̂

θ st + ˙̂
θ sb =:

˙̂̄
θ tb.

Combining these with (20) yields the assertions of the
lemma. �

3.4 3D Energy-shaping control

Let us consider the following Lyapunov function
candidate:

Hd = ke (k1H1 + k2H2) + 1
2
‖k1y1 + k2y2‖2Kk

+ 1
2
‖k1θ̄tb + k2 (−m22θst − βe3 × �)‖2

KI
. (21)

Notice that this Lyapunov function candidate comes from
a desired energy function that can be written as Hd =
1
2 [ ωtb ωst ]Md

[
ωtb

omegast

]
+Vd , where,

Md =
[
kek1I3 + k21Kk −k1k2Kkm	

12
−k1k2m12Kk kek2m11 + k22m12Kkm	

12

]
, (22a)

Vd = kek2V+1
2
‖k1θ̄tb+k2 (−m22θst−βe3 × �)‖2

KI
. (22b)

Let q∗ = (Rst ,Rtb, ωst , ω̄tb) = (
eρê3, eσ ê3, 0, 0

)
, for some

ρ, σ ∈ R are constants. In order for Hd to qualify as a
Lyapunov function, we need to make sure thatMd(q*) �
0, δVd(q*) = 0, δ2Vd(q*) is full rank along the directions
orthogonal to the combined, but functionally related
rotation of the ball and the top along the inertial vertical
axis, and Ḣd ≤ 0. As long as the yaw rotation of the ball
is restricted by its friction with the ground, by Lagrange–
Dirichlet stability criterion, these conditions will ensure
that both the ball and the top will converge to the desired
orientation.
Theorem 3.1: At q*, Vd has a global minimumV ∗

d , which
is shared by a line of points characterised by a combined
rotation of the ball and the top along the inertial vertical
axis.
Proof: We observe from the expression of Vd that
it achieves a minimum only if each term individually
achieves a minimum. While the minimum of the sec-
ond term is zero, the minimum kek2μ of the first term
kek2μe3 · � is attained when � = e3, provided that k2 < 0
and ke > 0. Computing the first variation of Vd yields

δVd = kek2μηst · (� × e3) + (k1θ̄tb − k2(m22θst

+βe3 × �))	KI(k1η̄tb − k2(m22 − β ê3�̂)ηst ).

which vanishes at q*. Note that when θ st = 0, it follows
that � = Rste3 = eθ̂st e3 = e0̂e3 = e3.

Computing the second variation δ2Vd of Vd at q* = 0
yields

δ2Vd = kek2ηst · ê23ηst + ‖k1η̄tb − k2
(
m22 − β ê23

)
ηst‖2KI .

This expression shows that δ2Vd is positive semidefinite
and is degenerate only on the subspace spanned by ηst =
e3 and η̄tb = k2

k1
m22e3. Since m22 is a diagonal matrix, η̄tb

is a multiple of e3 by a negative constant. �

The assumption that the yaw rotation of the ball is
constrained by frictional forces implies that ηsb · e3 = 0.
Since η̄tb = −ηst + ηsb, it follows that η̄tb · e3 = −ηst · e3.
Notice that this subspace and the nullspace of δ2Vd inter-
sect only at the zero section of the tangent bundle (state
space).

Theorem 3.2: If the ballbot is strongly inertially cou-
pled (Spong, 1994), i.e. rank(m12(q))= 3, then appropriate
gains ke, k1, k2, Kk can be chosen such that Md(q) � 0.
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Proof: Md is positive definite if kek1I3 + k21Kk � 0 and
�11 � 0, where �11 is the Schur-complement of the (1,
1) block ofMd, that is,

�11 = k2
(
kem11 + k2m12Kkm	

12
)

−k1k22m12Kk (keI3 + k1Kk)
−1 Kkm	

12.

The condition that kek1I3 + k21Kk � 0 holds if ke, k1 > 0
andKk � 0. These constraints on the gains will be in force
in the sequel. Let λk be the smallest eigenvalue of Kk, λ̄11
denote themaximumof eigenvalue ofm11, andλ12 denote
the minimum eigenvalue of m12m	

12 as � varies over S
2.

Note that when the hypothesis of the theorem holds, then
λ12 is bounded away from zero. Since k2 < 0 and m11 �
0, we have the following implications:

�11 � 0 ⇔ kem11

+ k2m12Kk
(
I3−k1 (keI3+k1Kk)

−1 Kk
)
m	

12 ≺ 0

⇐ keλ̄11I3 + k2λk

(
1 − k1λk

ke + k1λk

)
m12m	

12 ≺ 0

⇐ keλ̄11 + k2λk

(
1 − k1λk

ke + k1λk

)
λ12 < 0.

The last implication shows that choosing the quantity
|k2|λk
ke

large enough ensures that the desired mass matrix
Md is positive definite at all points q where the system is
strongly inertially coupled. �

Whether or not the system is strongly inertially cou-
pled depends on the design of themechanism. If themass
and inertia of the ball is large enough with respect to
the mass of the top, then this property holds everywhere
in the configuration space and therefore the following
control law achieves global asymptotic stability for those
mechanism designs.
Proposition 3.1: Consider the partially feedback lin-
earised dynamics of the ballbot (16) in closed loop with the
control law

u = −K−1 [
S + Kp

(
k1y1 + k2y2

)]
, (23)

with the expressions for K and S are as given in the proof,
Kp � 0, and k1, k2 satisfy the conditions that render Md �
0, δVd(q*) = 0, and δ2Vd(q*) � 0.

Then, q* is an asymptotically stable equilibrium of the
closed-loop system.
Proof: Taking the Lie derivative of (21) along the solu-
tions of (16), we get

Ḣd = 〈
k1y1 + k2y2,

[ (
keI3 + k1Kk + k2Kkm	

12m
−1
11 m12

)
u

+k2Kk
(−ṁ	

12ωst + m	
12m

−1
11

(
c1 + g1

))
+KI

(
k1θ̄tb + k2 (−m22θst − βe3 × �)

) ]〉
= 〈

k1y1 + k2y2,Ku + S
〉
,

where c1 = mtl2 〈ωst , �〉 �̂ωst + β ê3ω̂2
st� + ωst ×

Itωst − ωst × Ibω̂tb, g1 = −μe3 × �. We thus select

u = −K−1 [
S + Kp

(
k1y1 + k2y2

)]
, (24)

where K = (
keI3 + k1Kk + k2Kkm	

12m
−1
11 m12

)
, S consists

of all the terms not multiplied by u in the second factor of
the natural pairing and Kp � 0, yielding

Ḣd = −‖k1y1 + k2y2‖2Kp .

This implies that k1y1 + k2y2 −→
[t→∞]

0. Let us analyse the

smallest invariant set within E = {k1y1 + k2y2 = 0}. We
have

0 = k1Kkẏ1 + k2Kkẏ2 = (
k1Kk + k2Kkm	

12m
−1
11 m12

)
u + �1,

where �1 = k2Kk
(−ṁ	

12ωst + m	
12m

−1
11

(
c1 + g1

))
. Thus,

we can write the above equation as (K − keI)u = −�1.
From the control law (23), we have Ku = −(�1 +
�2), where �2 = KI

(
k1θ̄tb + k2 (−m22θst − βe3 × �)

)
.

Therefore, from the following two equations,

(K − keI) u = −�1

Ku = − (�1 + �2) ,

we deduce that u = −�2
ke

on E . Plugging this in (16)
shows that the first of these equations is unstable unless
u = �2 = 0. This implies ω̄tb = constant = 0, which,
in turn, implies ωst = 0 because otherwise its dynamics
would again be unstable. This discussion shows that the
system asymptotically converges to an equilibrium point.
Since the closed-loop system comes from a Lagrangian
system, it is readily shown that, the only stable equilib-
rium point is the upward equilibrium point, with θ st =
(0, 0, constant) and θ̄tb = (0, 0, constant), where the iner-
tial z-axis rotation of the system goes to a certain constant
because this motion is uncontrollable. �

3.5 Controlling the ball position

We can use a similar technique as in Section 3.4 to con-
trol the position of the ball as well as the upward equilib-
rium point of the top. In order to do this, we start from
Equations (16) and switch to the error system dynamics,
with the error defined by ētb := ω̄tb − ω̄d

tb, where ω̄d
tb is the

desired angular velocity of the ball with respect to the top
expressed in the spatial frame. We compute this quantity
from the desired angular velocity of the ball with respect
to the spatial frame,ωd

sb, which is, in turn, computed from
the rolling constraint (1). In order for psb → pdsb, where
pdsb is the desired position of the ball on the x–y plane (the
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z component is a constant), we would like the rolling con-
straint equation (1) to look like

ṗsb = rωd
sb × e3 = kt ê23

(
psb − pdsb

)
.

As a result, we set ωd
sb = − kt

r ê3
(
psb − pdsb

)
, where kt is a

positive constant. This implies that the desired angular
velocity of the ball with respect to the top expressed in the
spatial frame is ω̄d

tb = ωd
sb − ωst . We use (1) in the time

derivative of this relation to get

˙̄ωd
tb = ω̇d

sb − ω̇st = kt ê23 (ω̄tb + ωst ) − ω̇st . (25)

We set the control u in Equation (16) to u = ˙̄ωd
tb + v

which yields the error system dynamics,

(m11 − m12) ω̇st + c2 + g1 = −m12v, (26a)

˙̄etb = v. (26b)

where c2 = c1 + ktm12ê23 (ω̄tb + ωst ). Solving (26) for ω̇st
and substituting into (25), we derive the form of the con-
trol u as

u = (
I3 + (m11 − m12)

−1 m12
)
v

+ (m11 − m12)
−1 (

c2 + g1
) + kt ê23 (ω̄tb + ωst ) .

We identify a passive output y1 = ētb with the storage
functionH1 = 1

2 ētb · ētb. We keep the second output y2 =
−m	

12ωst andmodify its storage toH ′
2 = H2 − ωst ·m12ωst .

Note that this output with the storage function H ′
2 is not

passive anymore due to the additional terms appearing
in c2. It is also important to note that, we do not need
to asymptotically stabilise the orientation of the ball to a
desired value.Wewould rather asymptotically stabilise ētb
to zero, which implies ωsb → ωd

sb, which, in turn, asymp-
totically stabilises psb to pdsb. This observation implies that,
we only need to devise a desired potential energy which
has � = e3, a point of minimum. This is easily achieved
by settingVd = kek2V. Recall that the product kek2 is neg-
ative and since the original potential energy V has a min-
imum at � = −e3, this desired potential energy is good
enough.

To shape the kinetic energy of the system, we use the
same desired mass matrix as the one (22) used in the pre-
vious subsection. We use the following desired Hamilto-
nian (energy) for the closed-loop system

Hd = ke
(
k1H1 + k2H ′

2
) + 1

2
‖k1y1 + k2y2‖2Kk

+ 1
2

〈
psb − pdsb, psb − pdsb

〉
.

Proceeding analogously to Proposition 3.1, we compute
the time derivative of Hd to be

Ḣd = 〈
k1y1 + k2y2,

[
(keI3 + k1Kk

+ k2Kkm	
12 (m11 − m12)

−1 m12)v

+ k2Kk
(−ṁ	

12ωst+m	
12 (m11−m12)

−1 (
c2+g1

)) ]〉
− β

2
〈
ωst , ê23ω̂

2
st�

〉
+

〈
−kekt ê23

(
y1−kt

r
ê3

(
psb−pdsb

))
, k2y2

〉
+ 〈

kt ê23
(
psb−pdsb

)
, psb−pdsb

〉 + 〈
ry1, ê3

(
psb−pdsb

)〉
,

where the second and third natural pairings arise because
of the extra terms in the new Coriolis term, c2. We select
the control v as

v = −K−1
b

[
Sb + Kp

(
k1y1 + k2y2

) + kek2t
r

ê23
(
psb − pdsb

)]
,

(27)

where Kb = (
keI3+k1Kk+k2Kkm	

12 (m11−m12)
−1 m12

)
,

Sb consists of all the terms not multiplied by v in the
second factor of the first natural pairing and Kp � 0. This
selection yields to the following expression for the time
derivative of Hd along the solutions of the system

Ḣd = −‖k1y1 + k2y2‖2Kp + kek2kt
〈
ê23y1, y2

〉
− β

2
〈
ωst , ê23ω̂

2
st�

〉 + kt
〈
ê23

(
psb − pdsb

)
, psb − pdsb

〉
+

〈(
r − k1kek2t

r

)
, ê3

(
psb − pdsb

)〉
.

Selecting kt = r√
k1ke

ensures that the last natural pairing
in this expression vanishes. While the first natural pair-
ing may be absorbed into the very first term, using the
Cauchy–Schwarz inequality, by a proper selection of the
gain Kp, the second natural pairing satisfies the linear
growth condition as long as strong inertial coupling con-
dition is satisfied. As a result, this pairing may also be
dominated by the first term semi-globally by increasing
the magnitude of the gain k2. These arguments prove that
Ḣd ≤ 0. Since the detectability of the output y = k1y1 +
k2y2 is proven in exactly the same way as in the proof of
Proposition 3.1, we can summarise the result in the fol-
lowing proposition:

Proposition 3.2: Consider the partially feedback lin-
earised dynamics of the ballbot (16) in closed loop with the
control law,

v = −K−1
b

[
Sb+Kp

(
k1y1+k2y2

) +kek2t
r

ê23
(
psb − pdsb

)]
,

(28a)
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Table . System parameters.

Parameter Symbol Value

Ball radius r . (m)
Ball mass mb  (kg)
Ball inertia Ib . (kgm)
Top centre of mass height l . (m)
Roll moment of inertia It,  . (kgm)
Pitchmoment of inertia It,  . (kgm)
Yawmoment of inertia It,  . (kgm)
Topmass mt . (kg)

u = (
I3 + (m11 − m12)

−1 m12
)
v

+ (m11 − m12)
−1 (

c2 + g1
) + kt ê23 (ω̄tb + ωst ) .

(28b)

with the expressions for Kb, Sb and kt are as given above the
proposition, Kp � 0, and k1, k2 satisfy the conditions that
render Md � 0, δVd(� = e3) = 0, and δ2Vd(� = e3) � 0.

Then, � = e3, ωst = 0, ω̄tb = 0, and psb = pdsb is an
asymptotically stable equilibrium of the closed-loop system.

Remark 3.1: Although the control design in the section
is inspired by the development in Donaire et al. (2016),
the technique presented in that work cannot be applied
verbatim. The fundamental reason for this shortcoming is
that the dynamics (9) is not derived directly from Euler–
Lagrange equations, but are reduced to yield the Euler–
Poincaré equations. Consequently, the construction of a
second passive output in (17), a corresponding storage
function in (18) and an integral of this passive output (19)

Table . Initial conditions and control gains.

Initial conditions Control gains

Simulation  x(0) = 2π
3 θ ()= π k =  k = − ke = 

ẋ(0) = 0 θ̇ = 0 kk =  kp =  kI = 
Simulation  Rst (0) = Ry, π

3
Rx,− π

2
Rsb()= I k =  k = − ke = 

ωst()= ωsb =  psb =  Kk = I Kp = I KI = I
Simulation  Rst (0) = Rz, 4π3

Ry,1.74Rx,1 Rsb()= I k =  k = − ke = 

ωst()= ωsb =  p̃sb(0) = (0.25, 0.4, 0) Kk = I Kp = .I kt = r√
k1ke
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Figure . Asymptotic stabilisation of the D Ballbot.
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Figure . Asymptotic orientation stabilisation of the D ballbot. (a) Time evolution of quantities of interest, (b) the path tracked by the
ballbot.

has to be novelly performed. Once these quantities have
been obtained, we are able to construct the Lyapunov
function (21).

4. Numerical examples

The inertial properties of the ballbot that are utilised in
the simulations are given in Table 1.

First, simulation results for the ballbot whose dynam-
ics is restricted to the two-dimensional x–z plane are pre-
sented. The initial conditions and the control gains used
in the simulation are given in the first row of Table 2. The

corresponding simulation results are shown in Figure 3.
The top two plots illustrate the convergence of the orien-
tation of the top and the ball; in other words, the fact that
(x, θ ) → 0. The bottom left plot shows the evolution of
the passive output y= k1y1 + k2y2, while the bottom right
plot shows the evolution of the closed-loop energy func-
tional Hd (15).

Second, simulation results are presented that show the
response of the ballbot to a feedback control (23). In this
simulation, the initial conditions and the control gains are
given by the second row of Table 2. Notice that the initial
conditions are quite far away from the desired upward
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Figure . Asymptotic translational stabilisation of the D ballbot. (a) Time evolution of quantities of interest, (b) the path tracked by the
ballbot.
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equilibrium Rst = eρê3 and the desired ball orientation
Rsb = eσ ê3 , where ρ and σ are constant real numbers.
Figure 4(a) illustrates the asymptotic stabilisation. The
top two plots illustrate the fact that both the ball and the
topmoves to an orientation such that Rste3 = e3 and Rsbe3
= e3, which is another way to state that Rst = eρê3 and
Rsb = eσ ê3 for some constant numbers ρ and σ . The bot-
tom left plot shows the evolution of the passive output
y = k1y1 + k2y2, while the bottom right plot shows the
evolution of the closed-loop energy functional Hd (21).
The path tracked by the ballbot on the plane is shown in
Figure 4(b).

Finally, we present the simulation results that use
the controller (28), designed to stabilise the position of
the ball along with the upward equilibrium of the top.
The initial conditions and the control gains are selected
as the third row of Table 2. In Figure 5(a), the top left
figure shows that the top asymptotically converges to the
upward equilibrium point where � = e3. The top left
figure depicts the evolution of the position error of the
ball which converges to zero, indicating that psb → pdsb.
Additionally, while the bottom left plot shows that the
passive output is asymptotically driven to zero, the bot-
tom right plot shows that the closed-loop energy func-
tion Hd converges to its minimum value, as expected
due to the detectability of the passive output y. Again,
the path tracked by the ballbot on the plane is shown in
Figure 5(b).

5. Conclusion

A reduced set of dynamics for the ballbot system whose
configuration space is Q = R

2 × SO(3) × SO(3) has
been derived. These 10 first-order ODEs are able to
express the motion of the system comprehensibly, given
the kinematic relations that the system has to satisfy.
We are able to analyse dynamic properties and derive
control laws that achieve asymptotic stabilisation for a
number of purposes, thanks to the compact form of
these equations of motion. In particular, both for the
restricted 2Ddynamics and the full 3Ddynamics, we have
identified two passive outputs, which are then used to
devise energy-shaping control laws which make the sys-
tem behave as a new Lagrangian system whose desired
equilibrium point is asymptotically stable. The basin of
attraction has been shown to be global as long as the
mechanism is designed so that it is strongly inertially
coupled.

We emphasise that modelling, analysis and computa-
tions can be carried out directly in terms of a geomet-
ric coordinate-free framework as illustrated for the ball-
bot in this paper. This fact facilitates the analysis of the

dynamics and control synthesis for complex systems such
as the ballbot.

Nomenclature

δX Variation of the quantityX taken on the
appropriate manifold

� Reduced lagrangian of the ballbot
expressed as a function from so(3) ×
so(3) × S

2 × R
2 to R

� Unit vector from the CoM of the ball
to the CoM of the top expressed in the
inertial frame [m]

ωab Angular velocity of frame b with
respect to frame a [rad · s−1]

τ Control input actuating the relative
orientation of the top with respect to
the ball [N · m]

Ad Adjoint mapping on the Lie group
SO(3)

g Gravitational acceleration [m · s−2]
gab Homogeneous transformation of

frame b with respect to frame a
Hd Desired Hamiltonian function
Hi Storage function corresponding to the

passive output yi
I3 The three-dimensional identity matrix
Ia Inertia matrix (rotational) of body a,

expressed in the inertial frame [kg ·m2]
Ka Kinetic energy of body a expressed

with respect to the inertial frame [J]
Kk , KI , ka , ki (Matrices of) control gains

L Lagrangian of the ballbot expressed as
a function from the tangent bundle TQ
to R

l Distance from the CoM of the ball to
the CoM of the top [m]

ma Massmatrix of body a, expressed in the
inertial frame [kg]

Md Desired mass matrix
pab Position vector from the origin of

frame a to the origin of frame b [m]
r Radius of the ball [m]

Rab Rotationmatrix of frame bwith respect
to frame a

Va Potential energy of body a expressed
with respect to the inertial frame [J]

Vd Desired potential function
Vab Twist of frame b with respect to frame

a
v ab Linear velocity of frame b with respect

to frame a [m · s−1]
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yi Passive output function identified after
partial feedback linearization
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