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Abstract An algorithm for both human-like motion gen-
eration and joint torques computation for digital humans is
addressed in this paper. This goal has been achieved using
techniques derived from robotics. In particular, the so-called
augmented Jacobian has been used to solve the inverse kine-
matics problem with a single closed loop inverse kinematics
algorithm. Furthermore, a position control for the center of
mass of the kinematic chain, and for its projection on the
support plane (center of pressure), has been implemented
to achieve easy posture control. Thus, the inverse kinemat-
ics can be solved taking into account the static balance of the
digital human. Moreover, the proposed algorithm allows sim-
ulating quite complex tasks, which involve the motion of the
whole body, by means of only few task-related control points
arbitrary located on the whole kinematic chain. The resulting
movements are quite natural even for complex tasks as can
be seen on the simulation experiments reported which show
the effectiveness of the proposed approach. Finally, the joint
torques can be computed thanks to the kinetostatics duality:
the results are in accordance with biomechanical analyses.
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1 Introduction

Over the years, the so-called ergonomics and usability have
became key product quality parameters, while an increasing
attention has been devoted to the so-called human-centred
design approach, even from the early stages of the design
process [1–4].

In particular, a great deal of research has been done on
modelling “digital humans” that could faithfully reproduce,
in a digital environment, the movements and the behaviour of
the human beings [5,6]. This has given birth to the so-called
digital human modelling (DHM) which led to the develop-
ment of many software tools [7,8].

These tools are used for instance to study human–product
and human–process interaction as well as to perform ergo-
nomic and biomechanical analyses and even manual pro-
cesses simulations.

The digital humans essentially are kinematic chains con-
sisting of several segments (links) connected by joints. The
lengths of the segments, as well as their mass distribution, are
derived from anthropometric databases, (e.g. [9,10]) which
can be queried with respect to different percentiles in the
population.

With reference to the “animation” of the digital human,
commercially available software tools generally follow a
“key-frame” approach that can be very time consuming,
because of the difficulty to achieve, in this way, a faithful
“behaviour” for the virtual humanoid.

In fact, although they do implement effective inverse kine-
matics (IK) algorithms, they can generally manage only a
limited number of segments at time, that move independently
of each other, without any care for balancing or other biome-
chanics issues. As a result, the accuracy of those simulations
is strongly dependent on the biomechanics skills of the oper-
ator and his experience.
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The humanoid model proposed in this paper is simpler
than commercially available ones. It has just 39 degrees of
freedom (DoF), but it can achieve good results in terms of
faithfulness of the simulation, while it is very easy to control.

The proposed IK algorithm, despite the simplicity of the
kinematic structure of the humanoid, allows simulating quite
complex tasks, given some physical constraints and some
optimality criteria.

2 Kinematic model

The approach presented in this paper is based on the idea
of controlling a highly redundant kinematic chain, that is the
digital human, by means of a small set of control points on its
structure [12–14]. This goal has been achieved using some
modelling techniques typical of serial robots [15]. Indeed,
once determined an inertial base frame, the Denavit-Harten-
berg (DH) method can be used to find the position and orien-
tation the reference frame of any other point on the kinematic
chain. In the field of robotics, generally the end-effector is
the only control point. But, changing the value of some DH
parameters in a proper sequence results in obtaining another
kinematic equation of another manipulator whose end-effec-
tor is located before the real one: that is equivalent to move the
control point along the structure. The symbolic form deter-
mined for DH representation allows identifying an arbitrary
point as a virtual end-effector (VEE) related to a smaller
manipulator. It is understood that an arbitrary number of such
control points can be made in this way.

Referring to the humanoid, different kinematic chains will
be considered.

During the execution of certain tasks, the posture taken by
humans largely depends on balancing, as well as mechanical
issues that are only partially related to the considered task
itself. This implies the need for an additional posture con-
trol. For this purpose, the goal has been to develop an inverse
kinematics algorithm with a limited number of task-related
control points, without the need of specifying the DoFs of
the chain for posture control. The position of the centre of
mass (CoM) of the humanoid is calculated at run-time and it
is always kept consistent with the balancing of the mechan-
ical structure. In fact, the time-varying CoM is considered
just as an additional control point. It is understood that the
control points on the humanoid can be selected depending
on the task and the context.

2.1 Hierarchical model of the digital human

Firstly, in order to take advantage of the systematic
approaches typical of serial robots, the humanoid has been
modelled as the combination of four serial kinematic chains,

Fig. 1 Hierarchical model of the virtual human

Fig. 2 DH model of the virtual human
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which share the same starting point, called root. The resulting
hierarchical structure is shown in Fig. 1.

Starting from this graph, it is possible to build up the DH
model of the whole kinematic chain (Fig. 2) which consists
of 33 rotational joints.

In particular, we can define a number of direct kinematic
equations, with respect to the root reference frame. One or
more control points on the provided chains can be selected,
by considering the proper set of DH parameters that specify
such points. As we can see, the position and orientation of
the root node with respect to reference frame is specified by
introducing 6 virtual joints (see Sect. 2.2). Thus, the consid-
ered kinematic structure has 39 DoFs in all.

This kind of modelling has the advantage of simplicity,
but generally it may cause a physical consistency problem,
since some links (as well as all the virtual links) are shared
among different kinematic chains.

For instance the “back” of the virtual humanoid is shared
between its right and left arms. This issue and its solution is
discussed in Sect. 2.5.

2.2 Virtual joints

Now, we must describe the position and orientation of the
multi-legged kinematic chain with respect to an inertial
frame. For industrial robots identifying such a frame is intu-
itive, because they have a fixed base. A humanoid robot,
instead is bound to the ground by a one-way constraint, that
is the current support plane, for instance one foot.

But, since this reference frame periodically changes dur-
ing the walk, we apparently cannot identify a fixed base start-
ing from which the DH method can be applied (Fig. 3).

Moreover, the presence of multiple end-effectors (two
hands and two feet) implies the need to describe the position
and orientation of many frames, differently from industrial
robots, in which the kinematic chain has only one
end-effector.

This problem was overcome using the virtual joints
approach [16]. Namely, when describing the position and
orientation of a robot arm, it was conceived connected to
the ground plane through a virtual manipulator consisting
of three prismatic and three revolute joints, which charac-
terize its position and orientation. The attaching point has
been called root (Fig. 4). It is worth noticing that, obvi-
ously, the actuation torques (as well as the static torques)
would be always zero for the virtual joints because “they just
do not exist”.

With this approach, the hands and the feet (and any other
control point) simply are end-effectors that can be controlled
with velocity references.

In other words, the posture of the virtual humanoid is com-
pletely specified by the following parameters vector:

q = [
qT

r q1 q2 . . . qn
]T

(2.1)

where qr = [ p0T

r ϕ0T

r ]T identifies the joints in the root.
Moreover, virtual joints technique makes unnecessary the

management of closed kinematic chains (e.g. during the
phase of double support), since the latter condition becomes
merely equivalent, from a kinematic point of view, to impose
a null velocity reference to the feet.

Fig. 3 Which reference frame?
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Fig. 4 Virtual joints

2.3 Augmented Jacobian

Each chain has its own kinematic function; therefore a Jaco-
bian matrix can be computed for a generic control point of
the structure. Generally, considering n control points we can
define the following set of equations:

v1 = J1q̇
...

vi = Jiq̇
...

vn = Jnq̇

(2.2)

where the generic element Ji is the Jacobian matrix related to
a specific control point i . It is understood that, if the generic
joint variable qj does not affect vi, it is (Ji)kj = 0 (where k
is the generic row of Ji). This set of equations can be sum-
marized as follow:

v = JAUq̇ (2.3)

where JAU is the so called augmented Jacobian. On one hand,
this approach allows us to solve the IK problem with only
one CLIK algorithm [17], i.e.:

q̇ = W−1JT
AU

(
JAUW−1JT

AU

)−1
ve (2.4)

In particular, if W is the identity matrix, then:

q̇ = J†
AUv (2.5)

where

J†
AU = JT

AU

(
JAUJT

AU

)
(2.6)

is the so called right pseudo-inverse of JAU.
On the other hand, the trajectories defined for the control

points will be all considered as tasks with the same priority
(primary tasks), unlike other solution methods do, such as
null-space based approaches [18,19].

In particular, in order to define the structure of JAU, the
joint velocities vector must be properly sorted. Since the
humanoid structure is composed by four kinematic chains,
we can write four different vectors of unknowns:

q̇1 = [
q̇T

r q̇T
rl

]T
right leg

q̇2 = [
q̇T

r q̇T
ll

]T
left leg

q̇3 = [
q̇T

r q̇T
b q̇T

ra

]T
right arm

q̇4 = [
q̇T

r q̇T
b q̇T

la

]T
left arm

(2.7)

where q̇r is the vector of the virtual joint velocities that are
shared among four kinematic chains. These vectors can be
summarized in only one vector of unknowns

q = [
qT

r qT
rl qT

ll qT
b qT

ra qT
la

]T = [
q1 q2 . . . q39

]T
(2.8)

With this choice, the Augmented Jacobian takes the follow-
ing form:

JAU =

⎡

⎢⎢⎢⎢
⎣

Jr Jrl 0 0 0 0
Jr 0 Jll 0 0 0
Jr 0 0 Jb 0 0
Jr 0 0 Jb Jra 0
Jr 0 0 Jb 0 Jla

⎤

⎥⎥⎥⎥
⎦

(2.9)

The matrix JAU, with the proposed humanoid model, has 39
columns, while the number of its rows depends on the number
of considered control points.

2.4 Center of mass Jacobian

Unlike industrial manipulators and, more generally, non-leg-
ged robots, bipedal robots must explicitly address balance
control while performing any task. If this does not hap-
pen, obviously, the robot would lean over and fall. More-
over, humanoid robots are inherently hyper-redundant, hav-
ing a much higher number of joints than traditional industrial
robots. Consequently, there are many postures that achieve
the same position for its body terminals, corresponding to
control points. Also, taking into account the balancing issues
allows the humanoid to attain more natural postures, similar
to those of human beings.
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Fig. 5 Center of pressure and support polygon

For this, the multiple VEEs approach [13], has been imple-
mented also with respect to the CoM of the digital human-
oid, which becomes a further control point for the kinematic
chain.

In particular, the trajectory of the CoM can be defined in
such a way that the center of pressure (CoP) belongs to the
stability polygon formed by the feet (Fig. 5).

It is worth noticing that the constraint about the CoP will
be treated as a primary task, as well as the other tasks. The
basic idea is to obtain a differential relationship like

vG = JGq̇ (2.10)

where JG is a 3 × n matrix, called center-of-mass Jacobian.
Then, Eq. (2.10) will be inserted in the equations set (2.2)
as a further control point. For this purpose, we can calculate
the position of the CoM for a kinematic chain composed of
n links as:

pG =
∑n

i=1 mipGi∑n
i=1 mi

. (2.11)

Deriving the Eq. (2.11) with respect of time we obtain the
CoM’s velocity

vG =
∑n

i=1 mivGi∑n
i=1 mi

. (2.12)

Since the center of mass of each link can be considered as a
virtual end-effector it is always possible to write the differ-
ential relationship

vGi = JGi q̇ (2.13)

where

JGi =
⎡

⎣
γx,1 . . . γz,1 0 . . . 0
γy,1 . . . γz,1 0 . . . 0
γz,1 . . . γz,1 0 . . . 0

⎤

⎦ . (2.14)

Indeed, if the vector q̇ has been properly sorted, vGi can
be affected at most by the first i links of the chain. Now,
Eq. (2.12) can be written, placing m = ∑n

i=1 mi, as

vG =
[

1

m

n∑

i=1

miJGi

]

q̇. (2.15)

By comparing Eqs. (2.15) and (2.10), we can finally assume

JG = 1

m

n∑

i=1

miJGi . (2.16)

Given JG, the CoM becomes a further control point for the
kinematic chain. Thus, we can insert the kinematic relation
(2.10) in the equations set (2.2).

As a result, we will have an augmented Jacobian matrix
with two more rows that are related to the components of
vG projected on the current support plane (CoP’s velocity).
As mentioned above, the implemented inversion algorithm
assures that a constraint on CoM velocity becomes a high-pri-
ority task to be achieved, without using null-space projection.

Finally, it is worth emphasizing that the expression of JG

suggests also the possibility to use the kinetostatic duality
(KSD) [20] to compute the aliquot of the joint torques needed
to balance the gravity that affects the humanoid’s mechanical
structure.

2.5 Conflicting tasks

As mentioned above, some tracts of the humanoid structure
are shared among apparently different kinematics chains. For
instance, the right and left arms of the humanoid share a com-
mon tract, namely the back. But, if actually left and right arms
were modelled as independent chains, they could perform
different or even conflicting tasks.

For this, inverse kinematics algorithms for multi-legged
robots generally provide two different solutions for the left
and right arm. In particular, for example, for the back it will
be

q̇bl �= q̇br (2.17)

where q̇bl and q̇br are different solutions obtained consider-
ing the back belonging respectively to right and to left arm.
Several strategies have been adopted to avoid this problem.
More in general, optimality criteria can be adopted for solv-
ing redundancy.

The CLIK algorithm based on the Augmented Jacobian
cleverly resolves also this issue. Indeed, the vector of solu-
tion q̇ has been sorted in such a way that its elements appear
just once, thus the inversion algorithm provides only one
solution that is consistent with all the physical constraints.

On the other side, the main problem related to the applica-
tion of Augmented Jacobian method is the matrix inversion,
due to its dimensions (JAU has 39 columns) and consequently
to the detection of its singularities.
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Fig. 6 Kinematic structure of the humanoid and the corresponding
VRML model

3 Geometric model

A geometric model for the digital humanoid has been built
up with a typical hierarchical approach. The result has been a
VRML model that can be used for the simulations.
Figure 6 shows the Kinematic structure of the humanoid and
the corresponding VRML model.

After that, the kinematic model of the virtual humanoid
and its CLIK algorithm has been implemented with Math-
Works MATLAB-Simulink software. Since a weighted
pseudo-inverse has been adopted to compute the inverse kine-
matics, a proper choice of weights and of some optimization
criteria have granted quite natural and fluid movements for
the virtual humanoid. As a result, despite the ease of planning
the movements of the digital humanoid, we can simulate quite
complex tasks, by planning the trajectory for only a limited
number of control points.

4 Biomechanical model

The formulation of the IK problem for a virtual humans in
terms of a single CLIK algorithm suggests also the possibil-
ity of computing the torque at the joints of the humanoid by
means of KSD [20]. The main feature of the proposed model
is the possibility of implement multiple-point kinematic con-
trol for a humanoid using a single CLIK algorithm [11,15]
(something like the serial robots), through the JAU matrix.

Thus, the torque joints related to a force applied to a generic
point of the structure will be:

τi = JT
i fi (4.1)

where fi is the generalized vector of forces applied at generic
point of the structure, Ji is its Jacobian matrix and τi the
resulting torque joints vector.

We considered as reference low back biomechanical
model the one illustrated in [21] by Chaffin and shown in
Fig. 7a. Figure 7b shows the low back model of the devel-
oped digital human.

4.1 Validation of the biomechanical model

Taking into account the dynamic biomechanical model of lift-
ing described in [21] (see Fig. 7) the moment at the hip can
become quite large, especially when a load is lifted far from
the body. In particular [22] proposed that the load moment
about the lumbosacral disc L5/S1 should be used for setting
the limit for lifting and carrying loads of various sizes in order
to avoid muscle fatigue in the erector spinal muscle group.

From a biomechanical point of view the fact that large
moments are created at the lumbar spine, when heavy loads
are lifted, raises the question of the nature of the internal
forces that must be present to stabilize the spine while incur-
ring such load moments.

A simple static model of the lumbar spine during lifting
was proposed by Morris et al. [23]. They assumed that two
kind of internal forces are involved in order to contrast the
external load moment. One is produced by the extensor erec-
tor spinal muscles which exert their action approximately at
5 cm posterior to the centre of rotation in the spinal discs;
the second, due to the abdominal pressure acting on the dia-
phragm [24].

This model showed also that while the load is lifted a large
compression forces raises in the spinal column that acted to
compress the disc. The existence of this compression was
also later confirmed experimentally by [25].

A simple static analysis, which does not consider the
abdominal pressure, can be made first identifying the rel-
evant forces involved, shown in Fig. 8, where PL is the load
due to the lifted weight, PB is the weight of the whole human-
oid, PBW the weight of the body part located above the L5/S1
level, R is the reaction of the plan, FM is the force produced
by the extensor erector spinal muscles, FC and FS are, respec-
tively, the compression and the shear force acting on the lum-
bosacral discs L5/S1. In particular PL, PB, PBW and R are
external forces and FM, FC and FS are internal forces.

The analysis of the forces acting on the L5/S1 discs begins
with the computation of the second member of Eq. (4.2) by
using the KSD,
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Fig. 7 a Low-back model as adapted by Chaffin [21], b low back model of the digital human

Fig. 8 Simple cantilever
low-back model of lifting as
adapted by Chaffin for static
coplanar lifting analyses [21]
and virtual simulation with the
digital humanoid

ML5/S1 =
∑

i

Mi. (4.2)

Known the average moment arm “E” between the erector
spinal muscles and the lumbosacral discs L5/S1 it is possible
to compute the muscular effort FM as:

FM · E =
∑

i

Mi. (4.3)

For the compression and shear stress it is enough to project
PBW along the directions perpendicular and parallel to the

sacral cutting plane. The shear and compression forces can
be then calculated through static equilibrium equations.

PBW b + PL h + FM E = 0

PBW cosa + PLcosa + FM + FC = 0

PBW sina + PLsina − FS = 0. (4.4)

With reference to the lifting task showed in Fig. 7 the efforts
FM, FC and FS related to lifting a load have been com-
puted and, then, compared with the Low-Back Biomechani-
cal Model results proposed in [21]. The results proposed in
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Table 1 Lifting analysis: simulation results compared to the data from
the published literature

Literature [21] Simulation

FM Force produced by the extensor
erector spinal muscles

−3,154 N −3,220 N

FC Compression force acting on the
lumbosacral discs L5/S1

−3,612 N −3,560 N

FS Shear force acting on the
lumbosacral discs L5/S1

−656 N −660 N

the published literature are referred to a single posture of
the human identified by torso and knee angle. Assuming the
following values:
Posture: h = 30 cm; b = 20 cm; E = 6.5 cm; T =
60◦; K = 120◦; �H = 110◦
Loads: PBW = −350 N ; PL = −450 N .

We have compared the results obtained simulating the lift-
ing task using the developed digital human with the data from
the published literature [21].

In spite of the simplicity of the humanoid model proposed,
the simulation results, for the posture examined, are in good
agreement with the literature data, as shown in Table 1.

5 Applications

In this section, the results of several VR simulations are
reported. They show how the proposed model can be used
to make the digital human accomplish some basic as well as
more complex tasks.

It is worth emphasizing that the CLIK algorithm always
takes into account the constraint about the CoP.

5.1 Standing-up from a sitting position

In Fig. 9 different frames of a standing-up simulation are
shown. This task has been achieved just by imposing a null
velocity reference to the feet of the virtual humanoid and by
giving a vertical velocity reference to its pelvis. As a further
constraint, the CoP must always belong to the support plane

Fig. 9 Standing up from a
sitting position

123



Int J Interact Des Manuf

Fig. 10 Standing up from
sitting position near a table

Fig. 11 The virtual humanoid grabbing an object on a table

(balance control). As shown, the virtual humanoid performs
the assigned movement always keeping itself in balance.

In a similar way, it is possible to simulate the virtual
humanoid sitting down from a standing position.

5.2 Collision avoidance

The approach that has been presented in this paper, can also
be used to take into account possible obstacles inside the vir-
tual workspace. Figure 10 shows again the simulation of a

standing up, but this time there is a table. This task has been
achieved by assigning to the control points velocity refer-
ences coming from repulsive potential fields.

5.3 Reaching an object on a table

Figure 11 shows some frames of a simulation related to the
task of reaching an object on a table. The reference motion
is given by simply imposing a null velocity reference to the
feet and a non zero velocity reference to the hand, which
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Fig. 12 The humanoid lifts a weight

Fig. 13 The human lifts a
weight and releases it on a plane
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in this case is the “task related control point”. Even for this
simulation the resulting whole-body motion is quite natural
despite the simplicity of motion planning process.

5.4 More complex tasks

In this section frames of simulation results of quite com-
plex tasks related to possible work activities are reported.
The CLIK algorithm has always taken into account the con-
straints about the CoP, as before mentioned.

The results shown in the following figures can be quite
interesting in the field of product and workplace design as
well as virtual training environment.

Figure 12 shows frames of simulation result related to the
task of lifting a weight.

The CoM control is always active. It is worth noticing
some aspects: first, the motion is imposed only at the hands
while holding the feet and keeping the CoP belonging to the
support polygon; second, it is interesting to see how, although
few control points are considered, the resulting motion is
quite natural.

The algorithm takes into account the load, when lifted, and
the humanoid changes its postures accordingly with CoM
variation, due to the weight lifted, in such a way that a total
CoP still belongs to the support polygon.

Even when more complex task is simulated, where a
humanoid lifts a weight from the ground and releases it on a
table (Fig. 13) the resulting motion is quite natural and it is
evident how the humanoid modifies its posture according to
the CoM variation in order to keep the balance.

In this way, different kinematic behaviours can be obtained
for the same planned task (Fig. 14). In particular, it can
be accomplished either through some optimal criteria or by
using a weighted pseudo-inverse or both. This characteris-
tic is very useful in the simulation of assembly/disassembly
operations where a cost function based on ergonomic fac-
tors could be optimized in order to show the best postural
sequence [26,27].

Finally, to show the power and the versatility of the algo-
rithm as well as the ease of motion planning, simulations
of walking task have been implemented. It is worst empha-
sizing that the planning of the motion has been achieved
simply imposing a reference velocity motion to the feet of
the humanoid while the whole body motion is automatically
generated by the algorithm taking into account imposed con-
straints (e.g. CoP’s position).

In particular Fig. 15 shows a simulation task related to the
walking up and the walking down the stairs.

It is worth emphasizing that the algorithm developed
allows plotting the efforts, and any other parameter of

Fig. 14 Different behaviours related to the task of lifting a weight
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Fig. 15 The humanoid walks
up and down the stairs

interest, throughout the duration of the whole simulation
task.

6 Conclusion and future works

A biomechanically-consistent motion control for a digital
human has been developed through the use of techniques
derived from robotics. Unlike most of the commercially avail-
able software tools, only few control points are needed to
control the motion of the whole body.

The main contribution of the proposed approach is the
introduction of an augmented Jacobian matrix that allows
specifying trajectories for different control points and solv-
ing the inverse kinematics with a single CLIK algorithm.

The introduction of the kinematic control for the CoM
of the structure has granted quite natural movement to the
digital human in spite of the limited number of considered
control points. Moreover, virtually every point of its kine-
matic structure can be used as a control point.

The symbolic implementation leads to a very fast response
of the algorithm with respect to complex simulations in the
humanoid configuration space. Moreover, the algorithm can
be adopted for a very huge set of applications.

Although the described model is advanced in terms of
quality of analysis, it is also computationally efficient. Spe-
cifically, a symbolic representation for the kinematics of the
digital humanoid has been derived. In this way, it is possible
to change at run-time several characteristic parameters of the
kinematic chain, such as the applied loads, without further
computational overload.

Finally, the consistency of the simulation results with the
biomechanical data from the published literature raises the
interest in a deeper investigation about its use for the com-

putation of the physical effort and the muscle strain of a
human being, at least for static analyses. In this scenario, the
developed model is a very powerful and easy to use tool for
biomechanical as well as ergonomic analyses.

A future field of application could be marker-based motion
capture [28], where the algorithm can be used to limit the
number of markers needed to capture human movements.
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