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Abstract

This article presents new closed-loop schemes for solving
the inverse kinematics of constrained redundant manipula-
tors. In order to exploit the space of redundancy, the end-
effector task is suitably augmented by adding a constraint
task. The success of the technique is guaranteed either by
specifying the constraint task ad hoc or by resorting to a
task priority strategy. Instead of previous inverse kinemat-
ics schemes that use the Jacobian pseudoinverse, the
schemes in this work are shown to converge using the
Jacobian transpose. A number of case studies illustrate
different ways of solving redundancy in the context of the
proposed schemes.

1. Introduction

Realization of more versatile robot manipulators
requires the creative adoption of redundancies in
kinematic structure, sensing, control and information
handling. Such features are ingeniously integrated in
the human arm, which apparently constitutes the
ultimate model of a dexterous robot. Despite the
potential advantages attainable with redundancy,
there appears to be a great reluctance in industry to
produce redundant robot systems. The reason per-
haps is that redundancy involves mechanical and
control complexity and thus increased costs.

This work focuses its attention on kinematic

redundancy, which occurs when a manipulator pos-
sesses more than the required degrees of freedom to
execute a given task. In this case, the inverse kine-
matic problem admits infinite solutions, and a crite-
rion to select one of them is needed. The most

widely adopted method for solving kinematic redun-
dancy is based on the local solution to the differen-
tial kinematic equation using the pseudoinverse of
the Jacobian (Whitney 1969). One shortcoming of
this method is that closed task space trajectories will
not generally produce closed joint space trajectories
(Klein and Huang 1983). Also, despite local minimi-
zation of joint velocities, singular configurations are
not avoided in any practical sense (Baillieul et al.
1984) .
Because the space of redundancy allows for multi-

ple kinematic solutions, greater flexibility in manipu-
lator motion is expected. Indeed, the redundant
degrees of freedom can be conveniently exploited to
meet a number of additional constraints on the solu-

tion of the inverse kinematic problem. Most
approaches in the literature solve redundancy in
terms of optimizing quadratic type criteria. The
pseudoinverse solution is modified by the addition of
a term in the space of redundancy-the null space
of the Jacobian matrix-which is used for local

optimization purposes (Liegeois 1977). Several kinds
of constraints have been imposed according to this
technique; obstacle avoidance (Kircanski and Vuko-
bratovic 1984), minimization of joint torques (Holler-
bach and Suh 1985), maximization of manipulability
measures (Yoshikawa 1985a,b), dexterity measures
(Klein and Blaho 1987), and task compatibility
indices (Chiu 1987) are some possible constraints.
A conceptually different approach to solving

redundancy, proposed by Baillieul (1985) and later
by Chang (1987), imposes a constraint task to be ful-
filled along with the original end-effector task,
namely a task space augmentation. This leads to
algorithms based on the computation of an extended
Jacobian that have a major advantage over pseu-
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doinverse techniques in that they are locally cyclic
(Baker and Wampler 1988) (i.e., closed paths in a
simply connected task space give rise to closed
paths in the joint space). The disadvantage of this
approach is that while the end-effector Jacobian may
be singularity free, there will be no guarantee that
the extended Jacobian matrix is full rank. Baillieul

(1986) pointed out that algorithmic singularities may
arise from the way in which the constraint task con-
flicts with the end-effector task. A tool for finding
such singularities has lately been proposed (Baillieul
1987).
A crucial point for task space augmentation then

remains the specification of suitable constraint tasks.
The simplest way is to construct an ad hoc con-
straint function for each assigned end-effector task
such that the occurrence of algorithmic singularities
is excluded in advance. This approach is seen to be
conceptually equivalent to seeking for inverse kine-
matic functions on the augmented task space (Wam-
pler 1987).
A more general approach is offered by the task

priority strategy (Maciejewski and Klein 1985; Naka-
mura et al. 1987), which solves the conflicting task
situations by suitably assigning an order of priority
to the given tasks. This is accomplished by satisfy-
ing the lower priority task only in the null space of
the higher priority task. Therefore the end-effector
task will usually be advocated as the primary task
and the constraint task as the secondary task,
although the order of priority could be inverted if
required by the particular application.

All the above techniques are based on the pseu-
doinverse solution that yields the joint velocities sat-
isfying given end-effector and constraint tasks.
Therefore in order to obtain operative inverse kine-
matic schemes, the above joint velocities must be
integrated over time to generate the joint displace-
ments in an open-loop fashion.
To overcome this drawback, computationally effi-

cient solution algorithms can be derived from
closed-loop inverse kinematic (CLIK) schemes
based on the computation of either the Jacobian
transpose (Balestrino et al. 1984; Wolovich and
Elliott 1984; Slotine and Yoerger 1987) or the Jaco-
bian pseudoinverse (Balestrino et al. 1984; Sciavicco
and Siciliano 1987a; Tasia and Orin 1987). These
schemes solve the inverse kinematic problem by
reformulating it in terms of the convergence for an
equivalent feedback control system. I

The CLIK schemes have been applied using the
task space augmentation to the case of obstacle and/
or joint limit avoidance constraints (Sciavicco and
Siciliano 1987a) and to the case of dexterity con-
straints (Sciavicco and Siciliano 1987b). Later, the

problem of occurrence of algorithmic singularities
for such schemes was addressed by Sciavicco et al.
(1988) and by Sciavicco and Siciliano (1988a).

This article is aimed at presenting new effective
CLIK schemes for constrained redundant manipula-
tors that overcome the problem of augmented Jaco-
bian rank deficiencies. If a suitable specification of
the constraint task is not allowed, a task priority
strategy is adopted. Differently from previous
schemes in the literature (e.g., Nakamura et al.
1987), however, the schemes here proposed avoid
the use of the pseudoinverse of the constraint Jaco-
bian. The convergence is proved by means of Lya-
punov stability theory. Furthermore, the conflicting
task situations are characterized in terms of struc-
tural properties of the end-effector and constraint
Jacobians.
Four different case studies for planar manipulators

are worked out to illustrate the implications of task
space augmentation and task priority strategy on the
CLIK schemes with various types of constraint
tasks: manipulating in a cluttered environment,
tracking with given orientation, tracking with pre-
scribed dexterity, and avoiding an obstacle.

2. Background
The direct kinematic equation describes the mapping
of the (n x 1) joint vector q into the (jn x 1) end-
effector task vector XE as

where fE is a continuous nonlinear vector function
whose structure and parameters are known for each

given manipulator.
The kinematic equation (1) can be differentiated

with respect to time, yielding the mapping between
the joint velocity vector q and the end-effector task
velocity vector iE, through the (m x n) Jacobian
matrix J~(q) _ c)f~/3q; i.e.,

where the time dependence has been suppressed for
notation compactness.

If the manipulator is kinematically redundant with
respect to a given task, it is m < n. Assuming that
the Jacobian matrix JE(q) has full rank for almost all
qs, (n - r~) additional degrees of freedom are avail-
able for solving redundancy. If for some q*, JE has

1. This approach must not be confused with all those kinematic
control techniques that embed the actual manipulator in the loop
(e.g., Takegaki and Arimoto 1981).
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rank less than m, the manipulator is said to be at a
singular configuration.
Almost all the approaches for solving redundancy

in the literature are based on the mapping (2), in that
a solution in terms of the joint velocities is sought.
In his pioneering work on resolved rate control,
Whitney (1969) proposed to use the Moore-Penrose
pseudoinverse of the Jacobian matrix to find the
minimum norm solution to (2), i.e.,

where J1- is the (n x m} matrix defined as JE=
JI(JEJD - I. However, Baillieul, Hollerbach and
Brockett (1984) proved that, even though the joint
velocities are instantaneously minimized, there is no
guarantee at all that kinematic singularities are
avoided. By the way, the use of a singularity-robust
Jacobian was independently proposed by Nakamura
and Hanafusa (1986) and by Wampler (1986) based
on damped least-squares methods. Another pitfall of
solution (3) is that repeatability of joint trajectories
for repeated end-effector trajectories is not pre-
served (Klein and Huang 1983); this is not desirable
in most practical robot applications. In terms of the
formulation established by Baker and Wampler
(1988), it can be said that solution (3) does not in
general possess the so-called cyclic property.
Redundancy can be conveniently exploited to

meet additional constraints on the inverse kinematic

problem in order to obtain greater manipulability in
terms of manipulator configurations and interaction
with the environment. If the robot is required to
move in a cluttered environment, for instance,
avoidance of obstacles (Kircanski and Vukobratovic
1984; Maciejewski and Klein 1987) and mechanical
joint limits (Liegeois 1977) is usually desired. In
other applications it could be of interest to minimize
the joint torques along a given path (Hollerbach and
Suh 1985).
The other important point in purposely adopting

redundancy is the avoidance of kinematic singulari-
ties. The manipulability measure introduced by
Yoshikawa (1985b) and more generally the dexterity
measures surveyed by Klein and Blaho (1987), such
as matrix condition number and minimum singular
value, all based on the norm of the matrix Jl::.Jl, rep-
resent indices of the ability of a manipulator to arbi-
trarily position and orient its end effector. The
dynamic manipulability measure (Yoshikawa 1985a),
instead, takes the arm dynamics into consideration.
Related to these measures is also the concept of task
compatibility (Chiu 1987), according to which the
matrix JEJI is utilized to determine quantitative

indices of the ability to perform an exertion/control
task along a given direction of the task space.

Revisiting the pseudoinverse minimum norm solu-
tion (3), it can be shown that the general solution to
eq. (2) is given by

where I is the (n x n) identity matrix and 4o is an
(n x 1) arbitrary joint velocity vector. The solution
(3) has then been modified by the addition of the
homogeneous term created by the projection opera-
tor (I - J&dquo;JE), which selects the components of qo
in the null space of the mapping JE ; thus 40 pro-
duces no motion at the end effector.
The most widely adopted approach in the litera-

ture is to solve redundancy by choosing the vector
40 as the gradient of scalar quadratic functions that
suitably describe the above-mentioned constraints.
In this way local minima of the selected function are

obtained, which may lead to difficulties in some
cases.

A different approach to solving the inverse kine-
matic problem via a suitable dynamics reformulation
of the problem was independently introduced by
Balestrino et a1. (1984) and by Wolovich and Elliott
(1984) for the nonredundant case (m = n). The
method is summarized in the following for uncon-
strained redundant manipulators (m < n).

Let x~d(t) be a desired end-effector trajectory.
Aim of a computational inverse kinematic algorithm
is to find a joint trajectory solution q(t) such that
fE(q(t)) = xe(t) is as close as possible to x~d(t).
Defining the tracking error

allows construction of a suitable feedback control

system, whose purpose is to drive eE to zero. This
reformulation leads to establishing a dynamic solu-
tion to the inverse kinematics along a trajectory. In
this respect, assuming that rank(JE) = ~n, it can be

proved via Lyapunov stability theory that the &dquo;con-

trol law&dquo;

ensures that the end-effector tracking error eE is ulti-

mately bounded into an attractive ball containing the

origin; the radius of the ball can be made arbitrarily
small by suitably increasing the minimum eigenvalue
of the positive definite matrix KE.

It can be recognized that applying the CLIK
scheme in Figure 1 along a trajectory assigned at the
end effector is equivalent to regard the vector KEEE
as the elastic force that has to be applied at the end
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Fig. l. The CLIK Jacobian transpose scheme for end-
effector task.

effector of a virtual manipulator, with null mass and
unit viscous damping, in order to track the desired
trajectory.
The following remarks on solution (6) are in order.

Remark 1. If eE at time t = 0 is null (i.e., the ini-
tial configuration of the manipulator is known), the
tracking error remains into the above attractive ball
for all trajectories x~~ E Øt(JE), where ~.(J~) denotes
the range space of matrix JE.

Remark 2. The steady-state error (i.e., when xEd =

0) is null.

Remark 3. At a kinematic singularity, rank(JE) <

m. Obviously in this case, it has no meaning to con-
sider the above attractive ball, and a different analy-
sis is needed. Specifically, when KEe, E E with
eE =/= 0, where J~(JD indicates the null space of JI, it
is q = 0, and the algorithm may in principle get
&dquo;stuck.&dquo; It can be easily shown, however, that such
an equilibrium point is unstable as long as the time
evolution of XEd takes KECE outside E In the
most general case, then, KEEE may have only some
components in the null space of E In such an
occurrence, the algorithm will guarantee the conver-
gence of the sole components of KEe~ outside the
null space of J~,z 2

In view of the preceding, the CLIK scheme of
Figure I can be used either on-line, for continuously
solving reference end-effector trajectories into joint
trajectories while guaranteeing an ultimately
bounded tracking error and a null steady state error,
or off-line to find a joint solution to a given constant
end-effector location with guaranteed null positional
error.

A more computationally demanding solution that
guarantees better tracking performance [a null track-

ing error is obtained if eE(O) = 0] can be devised as

which resembles the pseudoinverse solution (3) but
it is inherently closed loop and thus avoids long-
term drifts associated with the inversion of the map-
ping JE-

3. CLIK Schemes for Constrained
Redundant Manipulators

The above CLIK schemes yield a joint solution for
unconstrained redundant manipulators. It is shown
in the following sections how those schemes can be
modified in the case of constrained redundant

manipulators.

3.i. Task Space Augmentation

One method of solving redundancy is to impose an
additional constraint task to be executed along with
the original end-effector task.3 In details, a func-
tional constraint task on the joint space variables
can be considered in the form

where f~ is an (r x 1) vector with continuous deriv-
ative with respect to q; also it is r~ ~ (n - m), so as
to span at most the whole redundant space. In anal-

ogy with eq. (2), one obtains

where .Ic(9) = 8fc(q)/3q.
As a consequence, the augmented kinematic equa-

tion becomes

whose solution q should place the end effector at the
location XE and meet the constraint xc. Differentiat-

ing (10) with respect to time gives

where J(q) is the augmented Jacobian matrix. This
technique can be ascribed to Baillieul ( 1985), who
called it the extended Jacobian technique, although
he considered constraint tasks of particular form, as
discussed later. Incidentally, Egeland (1987) adopted

2. For further details about the occurrence of kinematic singulari-
ties, the reader is referred to Sciavicco and Siciliano (1988b).

3. For instance, the constraint task could be conveniently speci-
fied to keep the manipulator off the neighborhood of singular con-
figurations, thus overcoming the problems raised in Remark 3.
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the same framework to design a task space dynamic
controller for a redundant manipulator with a small,
fast manipulator mounted on a positioning part.
One advantage of the augmented task space

approach when the space of redundancy is entirely
exploited [i.e., r = (n - m)] is that any kinematic
inversion method can be used while preserving the
cyclic property (Baker and Wampler 1988). There-
fore once the dimension of the task space vector and
related Jacobian matrix has been suitably augmented
so as to include the constraint task, the previous
CLIK schemes can be adopted. The Jacobian trans-
pose solution will then result in

4 = J~(q)Ke~ (12)

where K is a positive definite matrix and e = xl -
x. As a matter of fact, Sciavicco and Siciliano
(1987a,’b) obtained satisfactory results by utilizing
the solution (12) for the case of a planar four-degree-
of-freedom arm with an obstacle and/or a joint limit
avoidance constraint and for the case of a three-

degree-of-freedom arm with different dexterity con-
straints, respectively.
According to Remark 3, properly extended to the

augmented task space case, problems may arise
when Ke E .K(JT) with e # 0. The question then
remains whether it is possible to ensure that the
joint variables satisfy arbitrarily defined constraint
tasks while executing the end-effector task. Even
though the matrices J~ and Je are full low rank, in
fact, the augmented Jacobian matrix J in ( 11 ) is not
guaranteed at all to have full rank for all qs, and
algorithmic singularities may occur (Baillieul 1986).
In particular, the following result on the structural
properties of the Jacobian matrices can be estab-
lished :

PROPOSITION 1: If rank(J~;) = rn and rank(J~) = r,

then rank(J) = (r + m) if and only if 3t(Ji) n ?Jt(Jb)
f ~0~.

Proaf.~ As rank(J) = rank(JE) + rank(J~-) -
im E) n 2lt(Jb)), the proposition follows
straightforwardly.

a

In the preceding, it has been assumed that the
constraint task function fc could be set indepen-
dently of the end-effector task, provided that the
condition stated in Proposition I is satisfied. The
most effective way is undoubtedly to construct an
ad hoc constraint function for each specific task

such that the augmented Jacobian matrix maintains
full rank along the whole task execution. The exam-
ple worked out in Sciavicco et al. (1988) and revis-
ited in the case study section is one of such kind.
A conceptually equivalent approach to solving

redundancy, which is dependent from the particular
task, is to find an inverse kinematic function by giv-
ing the functional form of (n - m) of the joint vari-
ables and then solve for the remaining joints as a
nonredundant system (Wampler 1987).

3.2. Task Priority Strategy

As discussed in the previous section, a crucial point
for the success of a task space augmentation
approach is the proper choice of the constraint task
function. On the other hand, the technique devel-
oped by Baillieul (1985) suggests that the null space
of the end-effector Jacobian matrix constitutes an
effective tool to handle constraints.
The null space of the Jacobian, indeed, is at the

heart of the task priority strategy, independently
proposed by Maciejewski and Klein (1985) and by
Nakamura et al. (1987). The end-effector task and
the constraint task are assigned different priorities in
that the task of lower priority is satisfied only if it
does not conflict with the task of higher priority. In
the following, new CLIK schemes using the above
strategy will be derived. Preliminary work in this
direction has been reported by Das et al. (1988) and
by Sciavicco and Siciliano (.1988a).

Similarly to the end-effector error defined in (5),
an error vector ec between the reference and the
actual constraint task vectors, XCd and x~ respec-
tively, can be defined as

Obviously, it is also

Assuming that higher priority is given to the end-
effector task, the following holds:

THEOREM: Assume that K~ is a positive definite
matrix and rank(J~) = m. The CLIK scheme based
on the &dquo;control law&dquo;

ensures that the end-effector tracking error is ulti-
mately bounded into an attractive ball centered at
eE = 0, independently of the constraint task. Fur-
thermore, if Kc is a positive definite matrix and
rank(Jc) = r, and if 3t(J() n 3t(Jl) # fOl, the con-
straint tracking error ec is ultimately bounded into
an attractive ball containing the origin; the radius of

4. This paper has been extended in Sciavicco and Siciliano

(1988b).
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the ball can be made arbitrarily small by suitably
increasing the minimum eigenvalue of Kc.

Proof: For the first part, the result simply follows
by observing that the second term on the right side
of (15) is in the null space of JE, and then it does

not affect the end-effector task.
For the second part, define the positive definite

Lyapunov function

Its time derivative along the trajectories of the sys-
tem (14), (9) under the control (15) turns out

Because JE and Jc are assumed fuU rank [i.e.,
dim(?k(JI» = m and dim(3t(J8)) = r with (m + r)
n], the assumption 3t(J5) n 0Jt(J[) = {0} implies
that 3t(Jfi) ç: .N’{JE). As JfiKcec E ~.(Jc), then
J’cKcec E X(JE). Being (I - JIJE) a projector onto
.N(JE), the third term on the right side of (17) is neg-
ative definite, and Vc is upper bounded as

where An,<,(A) denotes the minimum (maximum)
eigenvalue of matrix A, and v 11M denotes the maxi-
mum of the usual euclidean norm of vector v.

Accounting for the bounds on Vc

eq. (18) yields

From this expression, it follows that Vc < 0 for Vc
> a0, and ]c * 0 for Vc = ~&dquo; where

The constraint tracking error ec is then uniformly
ultimately bounded into the ball centered at ec = 0
of radius (Corless and Leitmann 1981)

which concludes the proof. D

The resulting CLIK scheme is illustrated in Figure
2. Remarks 1 to 3 still hold. In addition:

Remark 4: If rank(Jc) = r but ~(J~) n 9Jt(J&dquo;f) =Ie
101, when JIKCeC « ~(J~), the third term on the
right side of (17) vanishes with ee =Ie 0 (algorithmic
singularity). In particular, at steady state (i.e., when
Xed = 0 and XE~, = 0), one obtains Ve = 0, and
some components of ec may get stuck to a nonzero

value (analogously to what was discussed in Remark
3 for the end-effector task). But eE is null in any
case, in force of the task priority strategy accom-

plished.

Remark 5: The order between eE- and ec estab-

lished by (15) can be inverted whenever desired,
i.e.,

with obvious transposition of the above results.

It can be observed that the solution (15) requires
the computation of JE in any case. This suggests
using a solution of the kind shown in (7) for the end-
effector task but still preserving the use of the Jaco-
bian transpose for the constraint task. To the pur-
pose, the following holds:

COROLLARY: Under the same assumptions of the

Fig. 2. The CLIK Jacobian transpose scheme for end-
effector and constraint tasks with pf-iority to the end-
effec-tor task.
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above theorem, the &dquo;control law&dquo;

ensures that the end-effector tracking error is null,
provided that eE at time t = 0 is null, independently
of the constraint task. Furthermore, the constraint
tracking error ec is ultimately bounded as above, but
the radius of the attractive ball is smaller than (22) if

Proof: Regarding the end-effector task, the perfor-
mance of the solution (24) is the same as that of the

solution (7), in force of the task priority.
Proceeding as in the proof of the theorem, the

new ac in (21) under the control (24) becomes

As 11 eE II = 0 from above, while an upper bound for
11 eE 11 under the control ( 15) can be easily obtained
with the same technique as in Balestrino et al . (1984)
and in Wolovich and Elliott (1984), the result follows
from comparison of (26) with (21) and observing that
AM(JYJ2) ~ 1/A~(J~).

0

The resulting CLIK scheme is shown in Figure 3.
Clearly, both Remarks 4 and 5 apply also to this
case.

It should be pointed out that, differently from pre-
vious solutions with task priority based on pure

Fig. 3. The CLIK scheme for end-effector and constraint
tasks with end-effector Jacobian pseudoinverse and con-
straint Jacobian transpose.

pseudoinverses (Maciejewski and Klein 1985; Naka-
mura et al. 1987), both schemes of Figures 2 and 3
require the computation of the transpose of the con-
straint Jacobian.

Notice that the second term on the right side of
(17) describes the interference of the end-effector
task onto the constraint task. In order to cancel out
this term, the solution (24) can be modified into:

where jc = Jc(I - JEJ,~), which is logically equiva-
lent to the task priority scheme proposed by Macie-
jewski and Klein (1985) and by Nakamura et al .

(1987), as it requires the computation of both
JE and Jc .
Regarding the possibility that Jc admits a pseu-

doinverse, the following can be stated:

PROPOSIT~ON 2: If rank(JE) = m and rank(Jc) = r,
then rank(jc) = r if and only if 3t(Jl) n lll(Jl) =
101.

Proof.~ First observe that rank(J,~) = m implies
that rank(I - JTEJE) = (n - m). Then, as rank
((I - J¡’JE)Jl:) = rank ((jT) - dim(~(Jc) n
N(I - J1:JE», the proposition follows by noticing
that N(1 - J1-JE) = k(J5).

Q

Remark 6: If a pseudoinverse to ic exists, then
rank(J) = (r + m) and the solution (27) becomes

just a computationally simpler expression of a pure
augmented task space solution of the kind q = Jt (x
+ Ke), with J as in (11).

On the basis of the above remarks, it can be rec-
ognized that the solutions (15) and (24) are to be
preferred to the solution (27) when the augmented
Jacobian matrix J is not guaranteed to have full rank
(see Proposition 1) (i.e., whenever there could be
incompatibility between the end effector and the
constraint tasks). Nevertheless, the solution (24) is
computationally simpler than solution (27), because
it replaces some pseudoinverse calculations with the
Jacobian transpose. The savings in computation
comes at the cost of larger tracking errors for the
constraint task, but because the constraint is lower

priority-and often constant over time-some error
is not crucial, and the computational savings is
worthwhile. Three of the case studies developed in
the following section will provide a clear under-
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standing of the potential offered by the CLIK
schemes based on the above solutions.

4. Case Studies

Four different case studies are developed to illus-
trate the performance of the proposed CLIK
schemes.
The above Lyapunov analysis was aimed at prov-

ing the convergence of the schemes with the Jaco-
bian transpose in the continuous-time domain,
whereas the schemes are to be implemented with
finite sampling rates. This is anticipated to limit the
maximum values of the feedback gains. Preliminary
analyses in the discrete-time domain were attempted
by De Maria and Marino (1985) and by Das et al.
(1988), which revealed that the feedback gains are to
be chosen of the order of the sampling rate, and
they should be adjusted as a function of the manipu-
lator’s configurations. In all examples, a fine tuning
of the feedback gains has been accomplished accord-
ing to these indications. A simple forward Euler
integration rule has been used with a sampling time
of 1 ms, in view of an on-line implementation of the
CLIK schemes; this is seen to be sufficient to per-
form all the computations required by the schemes
at each sample with currently available microproces-
sor architectures. It is understood, however, that if
there is enough time (on-line or off-line), more than
one iteration can be used to reduce the tracking
error to essentially zero, as it would normally be
done in any numerical method for finding the solu-
tion of a set of nonlinear equations.

4.1. Case Study 1

For special applications in nuclear fusion plants,
maintainance robots are usually required to operate
in a constrained plasma vessel toroidal environment.
To illustrate a typical case study, a planar snakelike
seven-degree-of-freedom robot is considered (Scia-
vicco et al. 1988).
The manipulator task is to reach a desired end-

effector position located inside an annular region.
The manipulator is assumed to start from a joint
configuration that places the end effector outside the
torus.

The insertion strategy requires that once the joints
(their Cartesian positions) enter the torus, they are
constrained to belong to a geometric locus so as to
avoid collisions between manipulator links and torus
inner walls. The chosen locus is a circle of radius (r
+ R)/2 concentric with the two circles of radii r and
R that mark the annular region boundaries.
As the degree of redundancy is equal to five, no

more than five constraints can be added to define

the augmented task space. In view of the described
task, forcing to zero the distance between Cartesian
joint positions and the geometric locus can be
assumed as an attractivity constraint, i.e.,

where PT are the annular region center coordinates,
and fi(q*) is the direct kinematic function of the ith
joint, both with respect to the same base frame. The
desired value of the constraint is obviously chosen
as xcd; = (r + R)/2. In the planar case it turns out
that 

- -,......,

where cio = cos(q, + ~ ~ ~ + q;) and sij = sin(q, +
... + q;); notice that f8 = f~ .

It must be emphasized that an insertion strategy
that pulls the end effector along a trajectory inside
the torus while sequentially activating the con-
straints on the joints 7, 6, ... would be problem-
atic. It may easily happen, indeed, that the position
constraint on the end effector conflicts with the

attractivity constraints on the intermediate joints,
leading to the occurrence of algar-ithmic singtilari-
ties.

Conversely, a more effective strategy is chosen
that pcrshes the manipulator inside the torus. The
joints are driven inside the torus one at a time, and
then the corresponding attractivity constraint is acti-
vated while the position constraint is relaxed. More-
over, it is assumed that the ith joint constraint is sat-
isfied by varying only the (i - 1)th joint variable.
This is crucial in order to avoid the above algo-
rithmic singularities, as the augmented Jacobian
matrix in (11) will turn out to be block diagonal.
The pushing strategy is described in the following

by listing each sequential subtask that brings a joint
external to the torus to the point P (Fig. 4) inside
the torus and activates the attractivity constraints
for the joints already inside:
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Fig. 4. Case study 1: A snakelike planar robot operating in a constrained annular region. A, Initial configuration.
B, Intermediate configuration. C, Final configuration.

The notation f~~(q;_,, q¡ - 2) means that the jth joint
trajectory tracking is obtained by moving only the ( j
- l)th and the (j - 2)th joint variables; f ~,~(q,; _ , ) )
denotes the fact that the kth joint is forced to belong
to the geometric locus by moving only the (k - 1)th
joint variable.

In view of the preceding, the augmented kinematic
function during the execution of the generic subtask
is

where pi denotes the position of the ith joint.

The associated augmented Jacobian matrix is
obtained by differentiating the above kinematic
equation with respect only to the joint variables cho-
sen to satisfy each constraint, i.e.,

It can be recognized that the dimension of the aug-
mented task space progressively increases from 2 to
7 in passing from subtask 1 to 6. In each subtask
algorithmic singularities cannot occur at all because
of the block diagonal structure of J, provided that
kinematic singularities [i.e., rank(af;laq;_,aqr_~} < 2]
do not occur.
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The manipulator consists of seven equal links of
length 1.236 m. The torus has an inner radius r =
1.75 m and an outer radius R = 2.25 m with center
at pT = (0.618 4) m with respect to the base frame
of the manipulator.

Figure 4A shows the starting configuration
when the arm is wound up at q~(0) _
(0 175 - 175 175 -175 175 - 175)°.
The CLIK scheme based on (12) is then applied

according to the above keen task space augmenta-
tion with K = 30 I. In Figure 4B an intermediate
configuration is illustrated corresponding to subtask
3. The final configuration is shown in Figure 4C
where the end effector has reached a point diametri-
cally opposed to P. The resulting joint trajectories
are plotted in Figure 5, where the sequence of
motions in the joint variables q~, q6, ... , q, can be
recognized according to the logic of the above sub-
tasks.

It is understood that the extraction of the manipu-
lator from the torus can be performed by following a
logically inverse strategy of the insertion strategy
proposed.

4.2. Case Study 2

The end effector of a three-degree-of-freedom planar
arm is commanded to follow a given path while
keeping a desired orientation. The end-effector task
vector is

Fig. 5. Joint trajectories for case study I with the CLIK
scheme of Fig. 3.

whereas the constraint task is specified as

The link lengths are 0.5, 0.3, ~and 0.2 m. The desired

path is

The desired orientation constraint

imposes the third link to point downward. The initial
joint configuration is chosen such that xE(0} _
XEc/(0) and xc(O) = x~-~(0). Figure 6 illustrates the
task layout. Notice that the constraint task cannot
be fulfilled along the whole end-effector path.
The CLIK scheme based on the solution (12) is

applied first with K = diag (1500, 1500, 500). It can
be recognized that neither the end-effector task nor
the constraint task are tracked satisfactorily (Fig.
’~A). This is imputable to the conflict arising
between the two tasks when the first two links
become aligned (q~ = 0) [i.e., rank(J) = 2 (see
Proposition 1)]. From then on, both tracking errors
increase as a result of persistent rank deficiency
until the given path permits the arm to recover the
desired orientation. Notice that both errors vanish at

steady state. As anticipated in theory, the joint tra-
jectories-not reported here for brevity-are repeti-
tive.~ 5

The CLIK scheme based on solution (15) is
applied next, with KE = 1500 I and kc = 500 so as
to compare with the previous scheme. Differently
from above, Figure 7B shows that the end-effector
tracking error is decreased along the whole path.
The constraint task is satisfied when it does not dis-
turb the primary task; otherwise the constraint
tracking error is increased, having given priority to
the end-effector task (see Remark 4).

Finally the CLIK scheme based on the solution
(24) is applied with the same KE and k~- as above.
Because the end-effector Jacobian pseudoinverse is
used, the end-effector tracking error is remarkably
one order of magnitude smaller, while the constraint
tracking error essentially remains the same (Fig.
7C).

5. This will be the case of all the following examples with a
"full" task space augmentation.
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Fig. 6. Case study 2: A three-degree-of-freedom plcrnar
arm tracking a circular path while attempting to maintain
a desired orientation.

Fig. 7a. Case study 2: Task space tracking errors with solution (12).

4.3. Case Study 3

The end effector of a three-degree-of-freedom planar
arm is commanded to follow a given path while
keeping a desired value of dexterity measure. The
end-effector task vector is the same as in the pre-
vious case study, while the constraint task is

xc = q3 - q2.

The link lengths are all 0.5 m. The desired path is
the same as in the previous case study, while the
desired dexterity constraint

x~~ = 0°

requires the arm to be kept in a &dquo;dexterous&dquo; con-
figuration. The initial joint configuration is chosen
such that x~(0) = x~;d(0) and x~(0) _ - 60°. Figure 8
illustrates the task layout. Notice that there are no
conflicts between the two tasks, but the constraint
task is not satisfied at the initial arm configuration.
The CLIK scheme based on the solution (12) is

applied first with K = diag (500, 500, 5). It can be
recognized that a short transient occurs, during
which the initial constraint error is recovered to the
detriment of the end-effector tracking error (Fig.
9A}. It should be pointed out that a low value of the
third element of K has been chosen with the purpose
of achieving a smooth recovery. From then on q2 is
kept very close to q3 , and both tasks are satisfied;
the errors vanish at steady state. It could be seen
that the joint trajectories become repetitive after the
transient is over.
The CLIK scheme based on the solution (15) is
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Fig. 7b. Case study 2: Task space tracking err-ors with solution (15).

applied next, with K~ = 500 1 and kc = 5 so as to
compare with the previous scheme. The advantage
gained with respect to the previous scheme is that
the end-effector tracking performance is satisfactory,
even during the transient, in force of the task prior-
ity strategy, while the constraint tracking error does
not appreciably change (Fig. 9B).
The CLIK scheme based on solution (24) is finally

applied with the same KE and kc as above. Because
the end-effector Jacobian pseudoinverse is used, the
end-effector tracking error is remarkably one order
of magnitude smaller, while the constraint tracking
error is essentially the same (Fig. 9C).

4.4. Case Study 4

The end effector of a two-degree-of-freedom planar
arm is commanded to follow a given path while
avoiding a disk-shaped obstacle of radius ro and cen-
ter at po with respect to the base frame. The end-
effector task vector is

while the constraint task is specified as

Fig. 7c. Case study 2: Task space tracking errors with solution (24).
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Fig. 8. Case study 3: A tltr-ee-degree-of=freedom planar
arm tracking a circular path while achieving a desired
dexterity measure.

Fig. 9a. Case stcrdy 3: Task space tracking errors with solution (12).

The link lengths are both 0.5 m. The obstacle is
characterized by ro = 0.175 m and p5 =
(0.65 0.25) m. The desired path is

while the desired obstacle avoidance constraint is

such that a 0.025 m safety threshold distance is
guaranteed. The initial joint configuration is chosen
such that xE(O) = xEd(O) and rc(0) > xcj. Figure 10
illustrates the task layout.
Although the constraint task is not active, the

CLIK scheme based on the solution (6) is applied
with KE = 2000 1. When the given path enters the
collision area specified by XCd (i.e., II xEd - po II *
0.2), the algorithm is switched to the CLIK scheme
based on the solution (23) with KE as above and kc
= 2000. This ensures that priority is given to the
constraint task. As expected, the actual end-effector
path deviates from the original straight one, thus
surrounding the obstacle in the collision area.
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Fig. 9b. Case study 3: Task .space tracking er-r-ors with solution (15).

5. Conclusions

The problem of solving the inverse kinematics for
redundant manipulators when additional constraints
are imposed has been studied in this article. The
solution has been obtained in the framework of

closed-loop inverse kinematics algorithms. It has
been shown how the end-effector task can be suita-

bly augmented with the constraint task, and a solu-
tion based on the Jacobian transpose can be
devised. Using this solution, the fulfullment of both

tasks is possible only if algorithmic singularities do
not arise from conflicting task situations.
Case study I has provided an example of ad hoc

specification of the constraint task so as to guaran-
tee full rank of the augmented Jacobian over the
entire task. On the other hand, in case study 2, the
constraint task could not always be satisfied along
with the end-effector task; in such a case, the results
of the pure Jacobian transpose scheme have con-
firmed that the tracking performance is poor with
respect to both tasks.

Fig. 9c. Case study 3: Task space tracking errors with solution (24).
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/~. /C. Ca~c y~Mt/y ~.’ /t ~(?-<’/6’~~6’-o~/7’e&euro;~<?7?! p/a~a/’Fig. 10. Case study 4: A two-degree-of-freedom planar
arm tracking a preplanned straight line path while avoid-
ing a disk-shaped obstacle.

By adopting a task priority strategy, a new closed-
loop inverse kinematics scheme has been developed
by projecting the constraint Jacobian onto the null
space of the end-effector Jacobian. Priority is given
to the end effector (but the order can be inverted, if
desired; see case study 4), and the convergence of
the constraint task error has been proved via a Lya-
punov argument. The results in case study 2 have
indeed confirmed the theory in that end-effector
tracking performance remains satisfactory when the
constraint task conflicts with the primary task.
Remarkably, the convergence of the scheme has
been further tested in case study 3 where the con-
straint task is not satisfied at the initial arm configu-
ration.

Finally, by observing that the above projection
operation requires the computation of the pseudoin-
verse of the higher priority task Jacobian, the pre-
vious scheme has been modified. The new scheme

preserves the nice feature of requiring the computa-
tion of the transpose of the constraint Jacobian, but
with better tracking performance for the end-effector
task. The results in case studies 2 and 3 have con-

firmed the theoretical expectations. It has been
argued also that this solution may prove more effec-
tive than other existing solutions that are based on
the computation of the pseudoinverses of both the
end-effector Jacobian and the matrix obtained by
projecting the constraint Jacobian onto the null
space of the end-effector Jacobian.
The schemes derived in this article provide an

inverse kinematic solution for joint displacements
and velocities. Future research efforts will be dedi-
cated to extend the solution to joint acceleration in
the same framework, as achieved already by Sicili-
ano (1988) for nonredundant manipulators.
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