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Introduction Introduction (cont.)

+ A timeseriesisaset of observations Characteristics of time series:

generated sequentially in time
+ The observations from a discrete time
series,
o made at some fixed interva h,
Daily, weekly, monthly, quarterly, ....
o atimest,,t,...,tyt=12...,n
o may be denoted by Y(t.), Y(t,),..., Y (ty)

a Time periods are of equal length
a No missing values
+ Continuous vs. discrete time series
Discrete time series may arise in two ways:
1. By sampling a continuous time series
2. By accumulating a variable over a period of time

) . ) . SERIES TEMPORALES: Ejemplos
Time Seriesin Business and Economics

COMPONENTES

Very common, applications:
o Economic and business planning
GDP, Exchangerates......
o Inventory and production control

o Control and optimization of industrial
processes
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The emphasisin time seriesis on
analysis and forecasting

The emphasisin time seriesis on
analysis and forecasting

+  First, we examine some of thetechniquesused in

+  First, we examine some of the techniques used A
analysing data

in analysing data.
+ Finaly, we project future events.
An analysisof f  DESCRIPCION/INFORMACION

beused by man{El  objetivo es  “estudiar”  las
caracteristicas de la serie. Puede (debe)

decisions and fg combinarse con otras herramientas
p| anning. We ug (autocorrelaciones, andlisis grafico tasas

. . .| de crecimiento,...)
will continuein )
EXPLICACION

El objetivo principal es explicar el
“porqué” de la evolucién de la serie

PREDICCION

El objetivo principal es obtener
predicciones de la serie. Previamente
es necesario estudiar las
caracteristicas de la serie.

¢ Findly, we project future events.
An analysis of history — atime series— can be used
by management to make current decisions and for
long-term forecasting and planning. We usualy
assume past patternswill continueinto the future.
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Forecasting

¢ Leadtime of the forecasts
is the period over which forecasts are needed
+ Degree of sophitication
B Simpleideas
v Moving averages
v Simpleregression techniques
B Complex statistical concepts: Box-Jenkins
methodology
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Approaches to forecasting

+ Sdf-projecting ¢ Cause-and-effect
approach approach
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Autocorrelation

+ Observations at successive time points are
not random, but correlated with each other

+ Can use this correlation to develop models
for estimating and forecasting time series
data
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Approaches to forecasting (cont.)

+  Sdf-projectin roach
o Ad;?/anjw%gapp ¢ Cause-and-effect

v Quickly and easily applied approach

Some traditional self-projecting models

+ Overall trend models
a Thetrend could be linear, exponential, parabolic, etc.
a Alinear Trend hastheform  Trend =a+ bt
a Short-term changes are difficult to track

Smoothing models
o Respond to the most recent behavior of the series
a Employ the idea of weighted averages
a They rangein the degree of sophistication
a The simple exponential smoothing method:

=

t

— —_——
E Zt:AZ(-1+(1' A)Ft-1+at
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v A minimum of data is required

v Reasonably short-to medium-
termforecasts

v They provide abasis by which
forecasts devel oped through
other models can be measured
against

o Disadvantages

v Not useful for forecasting into
the far future

v Do not take into account
external factors

o Advantages
v Bring moreinformation
v More accurate medium-
to long-term forecasts
o Disadvantages
v Forecasts of the
explanatory time series
arerequired
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Some traditional self-projecting
models (cont.)

* Seasona modds
o Very common

o Most seasonal time series also contain long- and
short-term trend patterns

+ Decomposition models

o The seriesis decomposed into its separate
patterns

o Each pattern is modeled separately
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Drawbacks of the use of
trapliti ona models

* Thereis no systematic approach for the identification
and selection of an gppropriste model, and therefore, the
identification processismainly trial-and-error

¢ Thereisdifficulty in verifying the validity of
the model
Most traditional methods were developed from
intuitive and practical considerations rather than from
astatistical foundation

+ Too narrow to deal efficiently with al time
Series
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Components of atime series

| A time series |
I

I
| pattern component | |rand0m (error) component

trend pattern

seasonal pattern
cyclic pattern

21

Mathematical Representations

Una serie temporal Y(t), puede admitir una
descomposicion del tipo:

Additive: Y=T+ S+ C+ |
Multiplicative: Y= T* S* C*|

R R
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Forecasts are not alway's correct

Theredlity isthat aforecast may just be abest guess as to what
will happen.

What are the reasons forecasts are not correct? One expert lists
eight common errors:

+ failureto carefully examine the assumptions,
limited expertise,

lack of imagination,

neglect of constraints,

excessive optimism,

reliance on mechanical extrapolation,
premature closure, and

overspecification.

* 6 6 ¢ 0+ 0 0
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Four Primary Components of a Time Series:

+ Secular Trend: Thetrend is the long-run direction of
thetime series.

+ Seasonal variation isthe pattern in atime series
within ayear. These patterns tend to repeat themselves
from year to year for most businesses.

* Cyclicad Movementsthe fluctuation above and below
the long-term trend line.

+ The Irregular variation is divided into two
components:

1. The episodic variations are unpredictable, but they can

usually be identified. A flood is an example.

2. The residua variations are random in nature. ”

Observations:

+ Traditiona time series analysisis
“atheoretic”. No economic theory guides us
inwriting down this decomposition.

+ Typically, one of these components will
dominate and this will affect the behavior of
the series.
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¢Caracteristicas dominantes de la
serie?
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Example: Seasonal Component
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Cyclical Variation

+ Therise and fall of atime series over periods
longer than one year.
A typical business cycle consists of aperiod
of prosperity followed by periods of
recession, depression, and then recovery.
There are sizable fluctuations unfolding over
more than one year in time above and below
the secular trend.
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Example: Cyclical Component
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Irregular or Random Components Secular Trends

+ Specid eventsthat pull macro variables off their usua paths.
+ Can be expected or unexpected.

Many analysts prefer to subdivide the irregular variation
into episodic and residual variations.
v Episodic fluctuations are unpredictable, but they can beidentified. The

initial impact on the economy of a major strike or awar can be identified,
but a strike or war cannot be predicted.

v After the episodic fluctuations have been removed, the remaining
variation is called the residua variation. The residual fluctuations, often
called chance
fluctuations, are unpredictable, and they cannot beidentified.

Of course, neither episodic nor residual variation can be

+ Often called “Time Trends’

* Visua representation is called “ Time Path”
or “Time Shape”

+ A continuous set of integersisused to
represent time in these models. t = 1,2,...,n

¢ Linear Time Trend Model

- - Y,=a+bt
projected into the future. t
31 33
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Determine alinear trend equation Determine alinear trend equation

Linear Trend: Thelong-term trend of many business series,
such as sales, exports, and production, often approximates a
straight line. If so, the equation to describe thisgrowth is:

LINEAR TREND EQUATION Y= a+ bt

Yisthe projected vaue of the Yvariable for aselected value of
t

We drew aline through points on a scatter diagram to
approximate the regression line.

The least squares method of computing the equation
for aline through the data of interest gave the
‘‘best-fitting* line.

Normal equations: Two equations may be solved
simultaneously to arrive at the least squares trend
equation. They are:

EQUATIONS FOR THE TREND LINE

Y=n-a+ bS
S Y=aS +bF

aistheY-intercept. It isthe estimated value of Y whent= 0.
Another way to put it is. aisthe estimated value of Y where
the line crosses the Y-axiswhen t is zero.

bisthe dope of theline, or the average changeinY for each
change of one unit (either increase or decrease) int.

tisany vaueof timethat is sdlected.

To simplify the calculations, the years are replaced by coded
values. That is, we let 1991 be 1, 1992 be 2, and so forth.
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Nonlinear Trends Determine atrend

iaier91 s
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Business series, such as automobile sales,
shipments of soft-drink bottles, and residential
construction, have periods of above-average and
below-average activity each year.
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Removing Time Trends: Detrending

Often, the trend component of atime series
dominates, but the interesting part of the

How predictableisthe secular seriesis another component.

trend in aseries?
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Detrending Seasonal Component

+ Found in High Frequency data (Quarterly,
monthly)

* Caused by natural or budget calendars
o Retail Sales higher during holidays
a Travel more frequent in summer
o Weather

+ Want to quantify or remove in forecasting
+ How predictable is this component?

+ Step 1: Estimate the Secular Trend using
regression model

* Step 2: Subtract the estimated secular trend
from the original series.

Note: Thisis aso the “Residual Approach” to
analyzing cyclical data
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Seasonal Variation

Patterns of change in atime serieswithin a
year. These patterns tend to repeat
themselves each year.

Almogt al businesses tend to have recurring
seasonal patterns.

M étodo de la Media Movil:

Se basa en el suavizado de laserie mediante medias
moviles sucesivas de orden“p’.
PASOS:
1. Representar gré&ficamente laserie y observar cudl es
el perfodo de oscilaciones mésimportantes.
2. Elegirun valor de“p’ que representeel periodo de
oscilaciones méas importantes que caracterizala serie
(m.c.m. deciclo y estacionalidad).
Si “p” espar las medias moviles serfan:
por lo que seria necesario centrarlas haciendo la media
demedias mévilessucesivas:
Latendencia de la serie lacomponen las medias
moviles centradas obtenidas en el paso 2.
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Determining a Seasonal Index

Objective: To determine a set of ““ typical " seasonal indexes

A typical set of monthly indexes consists of 12 indexes that are representative
of the data for a 12-month period. Logically, there are four typical seasonal
indexes for data reported quarterly. Each index is a percent, with the average
for the year equal to 100.0; that is, each monthly index indicates the level of
sales, production, or another variable in relation to the annual average of
100.0.

A typical index of 96.0 for January indicates that sales (or whatever the
variableis) are usually 4 percent below the average for the year.

Anindex of 107.2 for October means that the variable is typically 7.2 percent
above the annua average.

Several methods have been devel oped to measure the typical seasonal
fluctuation in atime series. The method most commonly used to compute the
typical seasonal patternis called the ratio-to-moving-aver age method. It
eliminates the trend, cyclical, and irregular components from the original data

Thé numbersthat result are called the typical seasonal index.

Compute a moving average

TheMoving-Average Method : Moving-average method smooths out
fluctuations

The moving-aver age method is not only useful in smoothing out atime
series; it isthe basic method used in measuring the seasonal fluctuation,
described.

In contrast to the least squares method, which expresses the trend in terms
of amathematical equation (Y= a+ bt), the moving-average method
merely smooths out the fluctuationsin the data. Thisis accomplished by
“‘moving " the arithmetic mean values through the time series.

To apply the moving-average method to atime series, the data should
follow afairly linear trend and have a definite rhythmic pattern of
fluctuations. If the duration of the cyclesis constant, and if the
amplitudes of the cycles are equal, the cyclical and irregular fluctuations
can be removed entirely using the moving-average method. Theresult is
nearly astraight line.

Thefirst step in computing the twelve-months moving average isto
determine the twelve-months moving totals and determine the arithmetic

mean sales per year. ®

MEDIASMOVILES

Unamediamévil no es masque el valor medio de un
conjunto de valores adyacentes de unaserie temporal,
existiendo dos tipos genéricos: medias méviles
simétricas o centradas y mediasmovilesasimétricas.

Una mediamovil simétrica de la variable y, de orden 2p+1, denotada por MM(2p+1),es aquella que
contienep términos anterioresy p &rminos posteriores de la variableyt, yvienedada por laexpresion:

Yept Yot t Vit Yt Yot Y,

MM @p+1), = T

Una media mvil asimétrica es aquella que no cuentacon un_conjunto simétrico de valores de yt en
concreta unamedia mévil asimé trica deordenp responde generalmente a la expresi én

+ +..t
MvA(p) = Y2 yw; V.
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Indices de Variacion Estacional

La estacionalidad de cada periodo vendré representada por los (IGVEAK)
correspondientesa cada uno de | os peri odos.
Calculo de los indices Esped ficos de Variaci dn Estacional (IEVEik) segiin
el esquema de acuerdo con el que se combinan las componentesde la serie
sea

1. Aditivo

2. Multiplicativo

NTERPRETACI ON:

En @ esguema aditivo: Cuando un indice General de Variacion
Estacional Ajustado sea positivo, entoncesla variable superaala media de
tendencia-ciclo en dicho periodo, debido a efecto estacional; déndose el
efecto contrario si es negativo.

En e esquema multidicativo: Cuando un indice General de Variacion
Estacional Ajustado esmayor que 1 (que 100 en %), entoncesla variable
supera a la media de tendencia<ciclo en dicho periodo, por el efecto
estacional ; y viceversasi esmenor que 100%.
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