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Università di Napoli Federico II

Via Cintia

80126 Naples, Italy

tonia.ricciardi@unina.it

http://cds.unina.it/˜tonricci

Abstract

Some sharp Sobolev inequalities on Riemannian manifolds are pre-
sented, emphasizing the role of scalar curvature, on the line of our joint
work with Y.Y. Li [13]. Proofs, which are based on a fine blow-up analy-
sis of solutions to a nonlinear elliptic equation with critical growth, are
outlined. The main estimate is obtained in a new and more general form.

1 Introduction and preliminaries

It is well-known that sharp Sobolev inequalities on Riemannian manifolds are
of interest in many problems from geometry and physics, see e.g., Aubin [2, 3],
Brezis and Lieb [5], Brezis and Nirenberg [6], Carlen and Loss [7], Druet [8],
Escobar [10], Hebey and Vaugon [12], Li and Zhu [15], Moser [16], Talenti [19],
Trudinger [20], and references therein.

To begin, let us recall a classical result by Aubin [1] and Talenti [19]. For
n ≥ 3, 2∗ = 2n/(n− 2), there holds

inf
∇u L2(Rn)
u L2∗(Rn)

: u ∈ L2∗(Rn) \ {0}, |∇u| ∈ L2(Rn) = K−1(1)

with K defined by

K2 =
4

n(n− 2)σ2/nn

,

where σn is the volume of the standard n-sphere . The set of minimizers for (1)
is given by {t Uy,λ ; y ∈ Rn,λ > 0, t = 0}, where

Uy,λ(x) = λ(n−2)/2U(λ(x− y))
U(x) = U0,1(x) =

1

1 + λ̄2|x|2
(n−2)/2

,
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λ̄2 = [n(n− 2)]−1K−2. In this notation, Uy,λ concentrates at y (in the sense of
L2
∗
) as λ→ +∞. We are interested in the sharp extensions of (1) to Riemannian

manifolds. Let (M, g) denote a smooth, compact Riemannian manifold without
boundary, of dimension n ≥ 3. Henceforth, we use the following notation:

· Lp(M,g) :=
M

| · |p dvg
1/p

, 1 ≤ p < +∞,

and we recall that in local coordinates:

g = gij(x) dx
idxj , dvg = det g(x) dx, |∇gu|2 = gij(x) ∂u

∂xi
∂u

∂xj
,

where indices are lowered and raised in the usual way. We also recall that in
geodesic normal coordinates centered at fixed point P ∈M , a Riemannian met-
ric differs from the Euclidean metric by an error of the second order depending
on curvature, namely:

gij(x) = δij − 1
3
Riklj(P )x

ixj +O(|x|3),(2)

where Riklj are the components of the Riemann curvature tensor, see [3]. In our
notation, the scalar curvature of M is the contraction Rg = i,k R

i
kik. Using

(2) together with partitions of unity and interpolation, it is not difficult to derive
the following inequality from (1):

u 2
L2∗ (M,g) ≤ (K2 + ε) ∇gu 2

L2(M,g) +Aε u
2
L1(M,g) ∀u ∈ H1(M),(3)

where Aε > 0 depends on (M, g) and on ε, but not on u. It is also clear
that K in (3) may not be replaced by any smaller constant. At this point, a
natural question is whether or not inequality (3) holds true with ε = 0 (more
precisely, whether or not supε>0Aε < +∞). It turns out that the answer
depends on (M, g). To see this, following an idea of Aubin [1], we fix P ∈ M
and we construct test functions ξP,λ concentrating at P using the minimizers
Uy,λ defined above:

ξP,λ(Q) :=
λ

1 + λ2dist2(P,Q)

(n−2)/2
, Q ∈M

(ξP,λ is the pullback of U0,λ by the exponential map centered at P ). When
n ≥ 7, using (2), it is not difficult to verify that

∇gξP,λ 2
L2(M,g)

ξP,λ 2
L2∗ (M,g)

= K−2 − n− 2
4(n− 1)R(P )λ

−2 +O(λ−4)(4)

and

C−1λ−2 ≤ ξP,λ
2
L2(M,g) ≤ Cλ−2,

ξP,λ
2
Lp(M,g) = ◦(λ−2) ∀1 ≤ p < 2.

Consequently: If there exists some P ∈ M such that Rg(P ) > 0, then (3)
does not hold with ε = 0. In fact, by the work of Aubin [1] and Hebey and
Vaugon [12], inequality (3) has been sharpened in the form:

u 2
L2
∗ (M,g) ≤ K2 ∇gu 2

L2(M,g) +A u 2
L2(M,g) ∀u ∈ H1(M),(5)
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where A > 0 depends on (M, g) only. If the scalar curvature of M is positive at
some point, then the L2-norm in (5) may not be replaced by any Lp-norm with
1 ≤ p < 2.

Motivated by the above arguments, in a joint work with Y.Y. Li [13] we
proved the following inequality, which clarifies the role of scalar curvature in
the context of sharp Sobolev-type inequalities.

Theorem 1 ([13]). Let (M, g) be a smooth compact Riemannian manifold
without boundary of dimension n ≥ 6. There exists a constant A > 0, depending
on (M,g) only, such that for all u ∈ H1(M) there holds:

u 2
L2
∗ (M,g) ≤ K2

M

|∇gu|2 + c(n)Rgu2 dvg +A u 2
Lr̄(M,g),(6)

where 2∗ and K are defined above, c(n) = (n − 2)/[4(n − 1)], r̄ = 2n/(n + 2),
Rg is the scalar curvature of g.

Remark 1. The case n = 6 is the “limit” case for inequality (6) and requires
a more delicate proof.

Remark 2. The quantity M{|∇gu|2+c(n)Rgu2} dvg is conformally invariant.
It also appears in the Yamabe problem, see, e.g., [3, 17]. We recall that the
Yamabe functional YM for (M, g) is defined by

YM (u) :=
M
{|∇gu|2 + c(n)Rgu2} dvg

u 2
L2
∗ (M,g)

, u ∈ H1(M) \ {0},

and that (1) is equivalent to inf YSn = K−2, where Sn denotes the Euclidean
n-sphere. Hence, inequality (6) is equivalent to the lower bound

inf YSn ≤ inf YM +A
· 2
Lr̄(M,g)

· 2
L2
∗(M,g)

.(7)

Concerning sharpness of (6), we have

Remark 3. K and Rg are sharp, in the sense that K may not be replaced by
any smaller constant and Rg may not be replaced by any smaller function.

On the other hand, the sharpness of r̄ depends on (M, g). This fact is a
consequence of the following expansion, also due to Aubin [1], which sharpens
the expansion (4):

YM (ξP,λ) = K
−2 − γn|W (P )|2λ−4 + ◦(λ−4),(8)

where γn > 0 is a dimensional constant and W denotes the Weyl tensor of g.
We recall that W ≡ 0 if and only if (M, g) is locally conformally flat. Since

C−1λ−4 ≤ ξP,λ
2
Lr̄(M,g) ≤ Cλ−4,

we conclude that

Remark 4. If (M, g) is not locally conformally flat, then the Lr̄-norm in (6)
may not be replaced by any Lp-norm, with 1 ≤ p < r̄.
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For locally conformally flat manifolds, we have the following Sobolev-Poin-
caré-type inequality:

Theorem 2 ([13]). Let (M, g) be a smooth compact locally conformally flat
Riemannian manifold without boundary of dimension n ≥ 3. There exists a
constant A > 0, depending on (M, g) only, such that for all u ∈ H1(M) there
holds:

u 2
L2∗ (M,g) ≤ K2

M

|∇gu|2 + c(n)Rgu2 dvg +A u 2
L1(M,g).

The proofs of Theorem 1 and of Theorem 2 are based on a fine blow-up
analysis of “approximate minimizers”, solutions to a nonlinear elliptic equation
with critical growth. We shall (briefly) outline the proofs in Section 3, and
we refer to [13], [14] for the details. The key step is a pointwise estimate as
in Lemma 3, which is based on an a priori estimate for solutions to a class of
elliptic equations with coefficients of a particular form, see Proposition 1 below.
We believe that Proposition 1 is of its own interest, and therefore in Section 2
we present it in a new and more general form.

2 An elliptic problem

In this section we present an a elliptic estimate, which is the main step towards
obtaining the crucial Lemma 3 below.

Proposition 1. Let ρi ≥ 0, i → +∞, and f be measurable functions defined
on M , with f ∈ L∞, and let Ai > 0, Ai → +∞, 1 ≤ q < 2. Consider the
functions Vi defined by

Vi :=

min f +Ai
ρi q

ρi

2−q
, 1 when ρi = 0

1 when ρi = 0
.

Then the operators −∆g+Vi are coercive on H1(M) for sufficiently large i, with
coercivity constant uniform in i. Consequently, for every i sufficiently large there
exists a unique (distributional) solution Gi to the equation:

−∆gGi + ViGi = δPi , onM.(9)

Furthermore, the first nonzero eigenvalue of −∆g + Vi is bounded away from
zero and therefore Gi satisfies, for some constant C > 0 independent of i,

(i) Gi ∈ C2loc(M \ {Pi});
(ii) C−1distg(x, Pi)2−n ≤ Gi(x) ≤ Cdistg(x, Pi)2−n ∀ x ∈M .
Note that Vi is Lipschitz onM (with Lipschitz constant depending on i) and

it is uniformly bounded:

− f ∞ ≤ Vi ≤ 1.(10)

In order to prove Proposition 1 we need the following
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Lemma 1. The functions Vi satisfy:

lim
i→+∞

volg{Vi < 1

2
} = 0.

Proof. Note that for every measurable set E such that E ⊂ M ∩ {ρi > 0} we
have the lower bound:

ρi Lq(E) ρ
−1
i Lq(E) ≥ (volgE)2/q.

Indeed, using the Hölder inequality we find:

volgE =
E

dvg =
E

ρ
q/2
i ρ

−q/2
i dvg ≤ ρi

q/2
Lq(E) ρ

−1
i

q/2
Lq(E).

It follows that

( ρi Lq(M)ρ
−1
i )2−q Lq/(2−q)(E) = ρi

2−q
Lq(M) ρ

−(2−q)
i Lq/(2−q)(E)(11)

≥ ρi
2−q
Lq(E) ρ

−1
i

2−q
Lq(E) ≥ |E|(2−q)2/q.

Let Ei := {Vi < 1/2}. Then Ei ⊂M ∩ {ρi > 0} and therefore, by (11),
(volgEi)

(2−q)2/q ≤ ( ρi Lq(M)ρ
−1
i )2−q Lq/(2−q)(Ei).

On the other hand, since

Ai( ρi Lq(M)ρ
−1
i )2−q <

1

2
+ |f |, on Ei,

we have

Ai ( ρi Lq(M)ρ
−1
i )2−q Lq/(2−q)(Ei) ≤ (

1

2
+ f L∞(M))(volgM)

(2−q)/q,

and consequently,

Ai(volgEi)
(2−q)/q ≤ C,

for some C > 0 independent of i. Recalling that Ai → +∞, Lemma 1 follows
immediately.

Proof of Proposition 1. Proof of the coercivity. For γ̃ = 1/2 and u ∈ H1(M),
by the Sobolev inequality and a straightforward computation we have:

M

{|∇gu|2 + Viu2} dvg =
M

{|∇gu|2 + γ̃u2 + (Vi − γ̃)u2} dvg

≥
M

{|∇gu|2 + γ̃u2 − (Vi − γ̃)−u2} dvg

≥
M

{|∇gu|2 + γ̃u2} dvg − (Vi − γ̃)− Ln/2(M) u
2
L2∗ (M)

≥
M

{|∇gu|2 + γ̃u2} dvg − Cvol2/ng {Vi < 1/2}
M

{|∇gu|2 + u2} dvg,

where (Vi− γ̃)− ≥ 0 denotes the negative part of Vi− γ̃. The coercivity and its
uniformity in i follow from the above and Lemma 1.
Proof of (i) and (ii). Because of the coercivity of −∆g + Vi, the Lipschitz
regularity and the uniform L∞-bound for Vi, it follows from standard elliptic
theories (see e.g., [11], [18] and [9]) and the maximum principle that Gi is
uniquely defined by (9) and it satisfies (i) and (ii).
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3 Proof of Theorem 1

In the rest of this note we outline the proof of Theorem 1 in the (simpler) case
n ≥ 7.
Since the “correction term” ξ̃P,λ r̄ is of the order λ

−4, the expansion (8)
implies that inequality (6) holds for the family {tξP,λ} defined above, uniformly
in t = 0, P ∈ M,λ > 0. To obtain (6) for general u ∈ H1(M), we argue by
contradiction, and we take a global approach. Negating (6) in the equivalent
form (7), we assume that for some sequence α→ +∞ there holds:

inf YM (u) + α
u 2

r̄

u 2
2∗
: u ∈ H1(M) \ {0} < K−2.(12)

By standard arguments, (12) implies the existence of a minimizer uα ∈ H1(M)
for the functional YM+α · 2

r̄/ · 2
2∗ with uα ≥ 0, M u

2∗
α dvg = 1, which satisfies

the Euler-Lagrange equation:

−∆guα + c(n)Rguα + α uα
2−r
Lr(M)u

r−1
α = αu

2∗−1
α on M.(13)

Note that (13) is a nonlinear elliptic equation with critical growth. The idea
of the proof is to obtain the contradiction α ≤ C by blowup analysis of uα as
α→ +∞. We denote:

xα ∈M : uα(xα) = max
M

uα, µ(n−2)/2α := uα(xα)
−1,

and without loss of generality we assume that xα converges to a point in M . It
is a standard fact that uα concentrates “in energy” at a single point. Namely:

Lemma 2. As α→ +∞, we have:

µα → 0

∇guα 2
2 → K−2, α uα

2
r̄ → 0

∇g(uα − ξxα,µ−1α ) L2(Bδ0(xα))
+ uα − ξxα,µ−1α L2∗ (Bδ0 (xα))

→ 0

µ(n−2)/2α uα(expxα(µα · ))→ U(·) in C2loc(Rn),

where δ0 > 0 is small and fixed and depends only on (M, g).

In order to derive a contradiction from (12), we estimate the rates of the
asymptotic behaviors stated in Lemma 2. Towards this goal, the following
pointwise estimate is a key step, which allows to neglect “boundary values” of
uα, and thus to “localize” the blow-up analysis at xα. It is a direct consequence
of Proposition 1.

Lemma 3 (Pointwise estimate). The following estimate holds:

uα(x) ≤ Cµ(n−2)/2α dist2−ng (x, xα), ∀x ∈M.(14)

Estimate (14) implies that the boundary values of uα on Bδα(xα) for some
suitable δα ∈ [δ0/2, δ0] decay in the sense of L∞ and of H1 with the rate µn−2α ,
and therefore they are negligible .
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Outline of the proof of Lemma 3. Using Proposition 1 with Ai := α, ρi := uα,
f := c(n)Rg, q := r̄, we have that the operators −∆g + Vα, where

Vα :=
min c(n)Rg + α uα r̄

uα

2−r̄
, 1 when uα > 0

1 when uα = 0,

are coercive on H1(M), with coercivity constant independent of α. Conse-
quently, ϕα is well-defined by the equation

−∆gϕα + Vαϕα = µ
(n−2)/2
α δxα on M

and it satisfies

C−1µ(n−2)/2α dist2−ng (x, xα) ≤ ϕα(x) ≤ Cµ(n−2)/2α dist2−ng (x, xα).(15)

Setting g = ϕ
4/(n−2)
α g, we see that uα/ϕα satisfies−∆g

uα
ϕα
≤ α

uα
ϕα

2∗−1
on M \ {xα}

BRµα(xα)
uα
ϕα

2∗

dvg ≤ ε0

where ε0 is chosen small and R is large. The metrics ϕα are singular at xα, nev-

ertheless, since the singularity is uniformly of the order µ
(n−2)/2
α dist2−ng (x, xα),

a Sobolev inequality holds for ϕα independently of α, namely:

M

|u|2∗ dvg
2/2∗

≤ C
M

|∇gu|2 dvg ∀u ∈ H1(M) : u ≡ 0 near 0.

Therefore, the Moser iteration scheme may be applied on M \ BRµα(xα). We
conclude uα/ϕα ≤ C in M \ BRµα(xα), which suffices to obtain (14). This
version of the Moser iterations was used by Li and Zhu in [15].

Several well-known techniques may now be applied to estimate the decay rates
in Lemma 2. In particular, we adopt a technique of Bahri and Coron [4] to
estimate the distance of uα to the family {tξP,λ/t > 0,λ > 0, P ∈ M} defined
in Section 1. We obtain:

Lemma 4 (Energy estimate). As α→ +∞, we have:

distH1(M)(uα, {tξP,λ}t,λ,P ) ≤ C µ2α + (1 + µ
−2+β
α )α uα

2
r̄ ,(16)

where β = (n− 6)(n− 2)/[2(n+ 2)] > 0 is strictly positive, since n ≥ 7.
At this point we can conclude the proof by inserting (16) into the contra-

diction assumption (12), and using (8) and (16). Alternatively, we could use
a Pohozhaev identity to balance lower-order terms. In either way, we obtain
α ≤ C, a contradiction.

The case n = 6 is more delicate than the case n ≥ 7. Indeed, it is in some
sense the “limit case” of Theorem 1. To treat this case we use a pointwise lower
bound, which we obtain by the maximum principle, adapting an idea in [15].
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sion de Sobolev, Ann. Inst. H. Poincaré 13 No. 1 (1996), 57—93.
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