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Abstract

In this Technical Report we report our activities on the Design, Impigat®n, and Testing of a Hybrid Tool

for Network Topology Discovery we calledynetd

|. INTRODUCTION

Computer networks are becoming ever more ubiquitous and, @nsequence, more and more complex. The
knowledge of the topology of a network allows to improve itamagement and to execute more accurate simulations.
In the first case, substantial advantages in fault managemerformance analysis and service allocation are
obtainable. In the second one, there is a benefit becauseecfutomatic generation of realistic topologies is
a difficult task [1]. In addition, due to dynamic behavior dadge size of real network topologies, the discovery
process has to be necessarily performed in an automatimfaahd it should supply complete and correct results
as soon as possible, generating as few traffic as possible.

In the past years, several techniques and tools have beponsa. We have classified them Active Passive
and Hybrid. The first is based on tools such as Ping and Tracerouterinfeiopology information from network
behavior, and the second one uses SNMP and to obtain infiorm&bm devices. Using active methodology
introduces two additional problems: (i) recognizing theerfaces belonging to the same network device, problem
known asalias resolution (ii) reconstructing correct subnet ids and net-masksaliinwe refer asHybrid a tool
that uses both methodologies.

In our previous work [2] we proposed a preliminary versionaof algorithm implemented irlynetd (v. 0.1), a
hybrid tool that assumes minimum prerequisites on the nét\iee. one or more address ranges to be scanned). In
this technical report we present the nelynetdversion (v. 0.2) having a new and a more efficient architecaunrd
containing some techniques to improve discovery efficieacgt performance. More precisely, we introduce new
approaches and modified the first version in order to: (i)grerfthe steps followed by the algorithm in a parallel
fashion; (ii) reduce the redundancy of the information ectiéd and, therefore, (iii) to reduce the traffic overhead;
(iv) improve the alias resolution phase; (v) increase thmugacy of the link reconstruction phase. To demonstrate
the improved performance of the novel approach, we providelts of a careful comparison with both the first

version and with NetworkView 3.5 [25], a commercial topolodiscovery software. The experimental evaluation
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has been carried out in terms of accuracy, traffic overheadl ,déscovery time over two network scenarios (small
and large scale topologies).

The rest of the paper is organized as follows. Section 2 ptese review of the most relevant works about
topology discovery. In Section 3 the designkfnetd0.2 is shown. Section 4 explains its architecture, innowesj
and improvements. In Section 5 we present small and larde szperimental analysis. Finally, Section 6 ends the

paper with conclusions and issues for research.

Il. REVIEWING THE LITERATURE

Since 1993 many works dealing with Topology Discovery hagerbpublished. They differ in terms of method-
ology used, number of employed probes, prerequisites apldrexi protocol layers. In this section we revise such
works according to the classification of the methodologiesproposed in Section I.

First, we report the works using an active methodology.

The authors of [3] propose an algorithm nanmadd that uses Ping and Traceroute from a single source point.
They introduce, for the first time, two techniques to resdhealias resolutionproblem which are based on DNS
inverse look-up and the source address of ICMP port unrédehmackets (known as Source Address technique)
respectively.

The Skitter project [7] faces the problem of Internet toggladiscovery at two different layers, that are IP
and Autonomous Systems (AS). One of its components, naiffglgler,performs the alias resolution by using a
combination of the Source Address and the Ping with ReconatdRoption (PingRR in the following). Moreover
this is the only project supporting the Traceroute IP op{®k even if it is not widely supported by operational
devices.

Mercator project [11] tries to discover the Internet togylausing active only methodologies. It is the first to
exploit source routing in order to increase the number ofalisred interfaces and to reveal transversal links.

Barford et al. in [12], by using the Traceroute tool, studs thility of adding information sources when performing
wide-area measurements in the context of Internet topottiggovery. They show that the utility of additional
measurement sites rapidly declines even after the first it@s.s

The Rocketfuel project [15] is aimed to discover ISP top@egand presents a centralized architecture that
employs many probes. It introduces a new technique to resaliases, named Ally algorithm, that exploits ‘id’
field of IP header extracted from ICMP port unreachable epemkets.

In [17] Magoni and Hoerdt present Nec (Network Cartographdrose aim is to map the heart of the Internet
as fast as possible with the highest attainable accuraasir Eipproach focuses on routers and layer 3 links and
introduces some heuristics to minimize the number of IP egklpairs involved in alias resolution.

In [19] Gunes e Sarac, after an analysis of all alias resmiutéchniques proposed in literature, introduce a new
method that exploits the partial symmetry of routes from @arse to a destination. This approach does not generate
additional traffic overhead because it only uses Tracerdisieovered paths.

Traceroute@home [16] introduces tB®ubletreealgorithm whose efficiency has been proved to reduce traffic
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overhead generated by many probes using Traceroute towamy destinations. To the best of our knowledge it is
the first project released under GPL license and freely alviail

Second, we analyze the works using a passive methodology.

Mansfield et al. [5] propose a framework aimed to map Intetopoblogy using only SNMP. This approach has
been proved to be not effective because of limited accesniggons in a wide and heterogeneous network such
as Internet.

Bejerano et al. [9], [10] propose several algorithms exjpigiSNMP to infer topologies at both layers 2 and 3.
These algorithms have been partially implemented in Biedk8 NETinventory software. Their approach is very
efficient, but practically usable only in single administra domains.

Remos [13] is an architecture useful to provide shared resdnformation to distributed applications. To retrieve
data from different networks and hosts, it utilizes severdlectors using different technologies, such as SNMP or
benchmarking. Anyway, Remos is tailored to distributedligafions, such for example grid computing, therefore
it can not be used for general purpose network topology desgo

Nazir et al. [18] propose an SNMP based algorithm that tidesviercome the limitations related to the support
of such protocol on network devices. It also features a Vigaon module that progressively shows the resulting
topology during the discovery process.

Third, a review of the works using a hybrid methodology falto

The Fremont system [4] is the first example of hybrid architex; composed of several discovery modules each
of them exploiting different protocols and information sces.

In [6], Kashav et al. introduce a base algorithm, then sfligeid using the combination of different techniques
such as SNMP, routing information and Traceroute. They alesent some heuristic methods to obtain subnet
associated net-masks the most useful of which is nasabtet guessing from a cluster of addresses

As for proprietary solutions, SNMP-based tools for autamdiscovery of network topology are included in
many commercial network management systems (i.e. HPs O@enZ0], IBMs Tivoli [21] and RocketSoftware
NetCure [22]). These tools assume that SNMP is widely degalpyut they also send ICMP messages toward
not SNMP-capable hosts and routers. Details of their degoalgorithms are proprietary and not available to
the authors of this work. Among these tools, in order to genf@ comparison with Hynetd, we have selected
NetworkView [25] because there is a 30 days trial versionlalke for download. It is a tool which discovers
both network and application layer topologies exploiti@MP,SNMP, NetBIOS e TCP (port scanning). Moreover
it shows results, in graphical format, during the scanninacess.

Our approach is aimed at maintaining minimal prerequisitesng usable on every IP based network, and
exploiting all the available information sources to diseothe topology. For this purposklynetdarchitecture has
been conceived as hybrid and multi-threaded.

Hynetdintroduces some innovations: (i) an algorithm named Backtr that efficiently implements the execution
of many concurrent Traceroutes; (ii) a novel approach foall&s resolution using Ping with Record Route option;

(iii) some rules that reduce the number of IP addresses paiotved in the Ally algorithm and (iv) an heuristic
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Fig. 1. Business type model.

to recognize serial links in some specific conditions. Inithold, it is maintained under GPL license and freely

available on the Internet [23]. This permits to compare ithvwather tools and over other networks.

II1. DESIGN

Hynetd has been designed by using UML (Unified Modeling Language) fallowing the guidelines from
software engineering for object oriented programming. Bigshows the business type model that highlights the
classes belonging to application domain. The discoverpdiogy is made of 3 lists of objectdletLinks NetNodes
and SubnetsNetNodehas a related list ofinterfaces which, in turn, have afrpTableRowdist associatedSubnet
has a list of associateNetNodeswith at least one interface associated. TBbalOptionsobject stores all the
information needed to perform the discovery, suchpiangedist and SNMP communityist. Finally, IcmpTable
rows (namedcmpRowy are filled up by active methodologies during the data ctibacphase. Its structure has been
designed to allow the storage of all obtained informatiod e to quickly reconstruct both Traceroute and PingRR
discovered paths in both source-destination and desimatiurce directions. Such aspect is important because it
allowed us to design and implement efficient algorithms fatadoost-processing.

The activity diagram in Fig. 2 shows an high level view of tHgnetdalgorithm. Such diagram highlights two
functional macro-blocks that respectively perform theadadllection and its post-processing needed to reconstruct
the final topology. These blocks are sequentially execuemduise the first interacts with the network and its nodes

while the second one works off-line on acquired data. Ongyfitst phase involves multi-thread activities to obtain
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Fig. 2. High level architecture activity diagram.

overlapping among I/O operations.
During the development phase, several tests were perfoonell Hynetd components by using mock-objects

technique, to progressively verify, correct, and imprdveirt operation.

IV. HynetdARCHITECTURE ANDMODULES

As remarked in Section llIHynetd operates in two main phases: data collection and post-gsotg In this
section we will explain in details the operations perforniedguch phases.

Data collection is carried out in three stegganning interrogation and alias resolution As shown in Fig. 3,
first of all a scan of all IP ranges provided by the user is peréal. For this aim, each thread extracts an IP
address from a range and sendsemho requesto it. Then, if echo replyis received, the same thread verifies
whether SNMP is enabled on this host. If yes, the addresisdtin a list name@&NMP listthat will be later
used. Otherwise, ICMP mask request, PingRR and BacktraeeSsction IV-A for more details on this algorithm)
are executed in sequence toward this destination, ston@gesults in the lcmpTable. Afterward, all nodes from
SNMP listare interrogated storing the results directly in the finglology structure. Last step analyzes IcmpTable
to perform alias resolution. It first applies the Source Asddrand PingRR (see section IV-B) techniques, exploiting

previously collected information stored in the table. Tleepair-wise test is performed, with multiple threads, by
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Execute
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Fig. 3. Scanning thread activity diagram.
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using Ally algorithm only for those pairs not classifiable Bily prevention rules (see section IV-C). At the end
of this phase all discovered routers have been created atetiad the final topology.

In the second phase the final topology is reconstructed blyzing all the collected information.

First of all, serial links (i.e. associated to a /30’ suhreate extracted - in order - from SNMP-enabled nodes and
from IcmpTable. In the latter case two different methods loamptionally selected: the first uses the paths recorded
using Traceroute and PingRR; the second is applied paiavidaises some heuristics based on IP address properties.
Afterward, subnets are reconstructed by using, sequntihifee information sources: interfaces of SNMP-enabled
nodes, serial links and, then, the IcmpTable. In the latsecaddresses are grouped looking at the preceding hop
obtained by PingRR. For such subnets, if no hosts respormdEZIMP mask request, the net-mask is calculated by

using thesubnet guessing from a cluster of addresgsheuristic.

A. Backtrace Algorithm

Backtrace is a novel algorithm designed to reduce the nurobpackets needed when tracing the route from
one host toward many destinations. It is also designed toffeetige even in presence of routers configured to
avoid their traceability.

As observed by the authors of [16], the information obtaibgdusing Traceroute from a single source toward
many destinations can be well represented by a tree steuctiis property highlights that intermediate nodes are
common to many traced routes. Exploiting this informatithg Backtrace algorithm operates in reverse direction
with respect to standard Traceroute. In practice, it sera&gis with decreasing values of TTL-field which starts
from the destination hop distance and end when a known hpfiese Fig. 4 shows the activity diagram of the

whole algorithm, follows an explanation of how such distig calculated.

| TE = TIME_EXCEDEED

FU = PORT_UNPEACHABLE
ER =ECHO_REPLY

FF = PKT_FALTERED

Distance D
‘ .| obtained by FALSE
e?

SetTTL=h1 | TRUE
Direction-BW

Send Wait Send
[UDPprobe Q Answer @ Icmppmbe] TRUE
Save TE :
Source
Address
s
a

Fig. 4. Backtrace activity diagram.
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TABLE |

USEFUL CASES FROMPINGRR.

Case | Addresses inserted

1 DEST - OUT
2 FIX - FIX
3 FIX

Two different methods are introduced to calculate the ekagt distance of each destination. The first uses the
TTL value contained in IP headers carried back by ICMP poreachable packets. The second uses an heuristic
combining the TTL value of received ICMP echo reply packetthwome well known TTL default values ([14]).
As this heuristic method can underestimate the distaneeB#tktrace algorithm features a preliminary stage in
which the TTL is increased (starting from the heuristic egluntil destination is reached. Using one of the above
methods, the exact hop distance is calculated and the Baek#algorithm can effectively perform its task.

An additional feature of this algorithm is related to thetpoml it uses to send the probing packets. In detalils,
when a timeout is detected (i.e. the answer from a routertisaueived), the probe packet is retransmitted by using
another protocol (it alternates between ICMP and UDP). Way it is possible to trace the routers filtering one

of the two protocols without restarting the whole trace pss; as required by other Traceroute implementations.

B. Alias resolution using PingRR

As remarked in Section I, several tests and analyses hese onducted duringynetddevelopment. Analyzing
the results of the tests we have observed that the behavitgstihation nodes, when receiving a packet with Record
Route option, is strongly dependent on the IP stack impléatiem. Exploiting such differences we have devised
a technique able to perform the alias resolution. In detéitsm all the possible types of PingRR answers we
identifies three particular cases useful for this aim.

Tab. | contains, for such cases, the addresses insertedshipat®n host into Record Route option field. As we
can see, they can be one or two depending on the implementétithe first row of Tab. I, DEST means that such
destination host inserted the address toward which we adirgethe packets, together with its outgoing interface
address (OUT). They can be different thus revealing twesdherfaces. In the other two cases (second and third
rows) the FIX address represents the default one used byetstendtion node for ICMP error packets. It can be
different from destination address we used to send the ppabkets thus revealing two alias interfaces.

This technique requires the address/addresses insertéeé lgstination host in IP header option fields. However,
all along the path from a source to destination, intermediaties may add other addresses to such header. Therefore,
in order to extract only the information inserted by the ohedion host, different tests exploiting previously cotied
data (hop distance, subnet mask, ...) are performed.

As for the efficiency, this method is comparable to the Sodddress technique. The only limitation is that of

being applicable only to the destinations with a maximuntagise of 7 hops from source.
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C. Ally prevention rules

To obtain an accurate alias resolution it is often necesgamgxecute many instances of the Ally algorithm.
Applying such algorithm to a set of N addresses, result@fm executions, each of them requiring at least two
packets to be sent. Therefore, the number of pairs increagementially with/N, and the overall process becomes
very expensive in terms of time and traffic.

To cope with this issues, we introduce a set of rules to beiegppb each pair preventing the execution of Ally
algorithm when at least one of them applies. Such rules andasithose fromned17]. However, in contrast with
our rules,necrequire many sources in order to be applied.

The Ally prevention rules we apply to all address pairs aee fidilowing: (i) addresses resolving to the same
domain name through DNS inverse look-up are alias; (ii) eslsles having hop distances from source which differ
by more thanl hop are not alias; (iii) addresses belonging to the same-fi@egppath obtained with Backtrace are
not alias; (iv) addresses belonging to the same path olotaiiitn PingRR are not alias; (v) addresses having the
same hop distance from source and belonging to paths, tathhardame destination, obtained with Backtrace or
PingRR are alias;

Along with these rules, another one is utilized: if two adbes are already associated to a node, their aliasing
is skipped. In this way, pairs already aliased using Sourdéréss and Record Route method are not processed by
Ally.

D. Serial link’'s Heuristic

Exploiting some properties of the IP addresses of hostsamad though a serial link, this heuristic allows to
identify such links. It can also discover links not traverdey probe packets. The basic idea is that serial links
are characterized by consecutive addresses part of a “I8fifes. Therefore, by analyzing all addresses pairs from
IcmpTable, we consider as connected through serial links hasts verifying this set of rules: (i) addresses are
numerically consecutive; (ii) hop distance from sourcéeds by 1; (iii) addresses do not end with "00™ or ™11
bits; (iv) broadcast and network addresses of the relatbdefiare not active; (v) broadcast and network addresses
of adjacent subnets are not active.

These rules assumes that the adopted routing algorithningbtiae minimum distance between each pair of

subnets. When this condition is not satisfied, the secondmalg produce false negatives.

E. Further optimizations

Ally algorithm sends UDP packets to obtain ICMP port unredudé replies. Because most routers feature a
rate limit when generating ICMP error packets, a multi-itreexecution of such algorithm may cause the loss of
some replies. To overcome this problem, our implementadiahe Ally algorithm includes a packet retransmission
mechanism that allows a more effective multi-thread exenutAt the same time, this modified version of the
algorithm is able to reduce the number of packets injectéal tive network.

Moreover, we found that the heuristic “subnet guessing feoctuster of addresses
As an example, if the cluster contains only 192.168.1.3 @®{168.1.127, the heuristic returns 255.255.255.128 as

fails in some dummy cases.
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TABLE I

ROUTER HARDWARE DESCRIPTION

CPU Pentium 4 3.4 GHz
RAM 2 GB DDR PC3200
Hard Disk 300 MB Serial ATA

Realtek 8139 Fast-Ethernet OnBoarfd
Network interfaces| Davicom Fast-Ethernet 10/100 PC
Davicom Fast-Ethernet 10/100 PC

net-mask. The correct one should obviously be 255.25902%&cause broadcast addresses can not be assigned to
physical interfaces. To solve this problem, we simply idtroed a control on the result of this heuristic. If network

id or broadcast address of the subnet are part of the cluktsr,the net-mask is widen of a bit.

F. Hynetd modules

Hynetdhas been implemented in C language under Linux OS and it i miskveral modules. The most relevant
are: TYPES which defines all the types of the application donaad implements their comparison functions;
SCANNER implementing the data collection and all the aldonis needed for this phase; POBROCESSING
which implements the off-line reconstruction of the fingbatogy; SNMP implementing functions to query snmp-

enabled nodes; OUTPUT which implements the console and dijeub generation.

V. EXPERIMENTAL ANALYSIS

In this section we show the results obtained by a number oéraxental tests we performed usibtynetd As a
first step, we compared the performance of 0.1 and 0.2 versiora small test-bed network. After, we conducted

some analyses of the 0.2 version on the MAN of the Universitiapoli Federico Il.

A. Small Scale Analysis

In order to evaluateHynetd performance we first used a controlled test-bed. In this wagy,had a complete
knowledge of the topology to be discovered and of the cradfidrrelying on the test-bed.

The test-bed was composed of 7 routers (Personal Compuittrdrardware configuration described in Tab. I
and running Kubuntu Linux 5.10 with kernel 2.6.12) and a hotik (Acer Travelmate 2502 LMI, 3.0 GHz P4,
and 512 MB RAM) running Kubuntu Linux 6.05 we used to exeddimetd

The tests were executed on two particular topologies (sgebHeft) and Fig.5(right)) on which discovery process
could be difficult (the motivations at the base of such diffies are provided, for each topology, in the related
section). The parameters we evaluated are: traffic gemke(at#h in-going and out-going), discovery time and a
set of accuracy parameters. In details we definea€uracy of routerssubnetsand links as the ratio between
discovered entities and total entities; @gcuracy of interfaceand net-maskss ratio between correct entities and

total entities with respect to discovered routers and sisbne
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HyNeTD Host HyNeTD Hat

Fig. 5. Ring (left) and Backup (right) topology

Moreover, the tests were executed by using a different nurobéhread and retry as well as four different
network conditions which are listed in Tab. Ill. Each testswapeated three times reporting, in the following, the
average results.

1) Ring Topology:it is characterized by a loop and its discovery may fail whdopting active methodologies
from a single source point. Indeed, in such configuratiow, tauters will not forward packets, therefore they should
not be correctly recognized. Moreover, the link betweemtlignever traversed by probe packets, as a consequence,
it can not be detected.

Tab. IV shows the accuracy obtained by 0.1 and 0.2 versiomd fiour network conditions. The newellynetd
version attains the best results in all conditions. Inst€atl version obtains the same results only when using the
passive methodology. Moreover, the serial link heurisioves to discover the link between Mergellina and Agnano
even if it is not traversed by probe packets. These resutifiroo that Hynetd approach can be really effective in
most cases on network topologies which comprises a loop.

Fig. 6 (left) shows the discovery time as a function of the hamof threads and retries in the condition we
called Active (see Tab. lll). The tests have been performed i the other conditions and similar results have
been obtained. As we can see, the discovery time decreasgstivd number of threads increases while it increases
with the number of retries. However, the discovery time takg version 0.2 is significantly lower and its trend is
more regular. This behavior mostly depends on the highezlipipg featured by such version.

Fig. 6 (right) sketches, for the all considered network d¢tods, the traffic generated by discovery process as

a function of the number of retries. As shown, such traffic iffecent for different network conditions. Despite

TABLE Il

NETWORK CONDITIONS

Name Description

Passive SNMP available on all routers and DNS inverse look-up enabled

Active SNMP not available on all routers and DNS inverse look-up disahled

Hybrid 1 | SNMP not available on all routers and DNS inverse look-up enabled

Hybrid 2 SNMP available on some routers and DNS inverse look-up disabled
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TABLE IV

ACCURACY IN THE CASE OFRING TOPOLOGY.

Hynetd | Network Accuracy ‘
version | condition | Routers  Links Subnets Interfaces ~ Net-masks
passive 100% 100% 100% 100% 100%
0.2 active 100% 100% 100% 100% 100%
hybrid 1 100% 100% 100% 100% 100%
hybrid 2 100% 100% 100% 100% 100%
passive 100% 100% 100% 100% 100%
0.1 active 71% 86% 62% 100% 93%
hybrid 1 71% 86% 58% 100% 93%
hybrid 2 87% 100% 100% 100% 89%

this, it increases with retry value in every condition. Themparison highlights how the introduction of Backtrace
algorithm and Ally prevention rules impacts on the traffimgeation.

2) Backup Topologyit is characterized by the presence of a backup path. This giauld not be recognized
when using the active methodologies because, in normalitbemsg] it is never traversed by probe packets. Indeed,
there is a router (which of the seven depends on the routinfigroation) that does not forward packets in normal
condition. For this reason, also recognizing such host amiger is not that simple.

Tab. V shows the accuracy obtained by the two versions in atdvork conditions (see Tab. Ill). Agaiklynetd
0.2 attains the best results in all conditions when compaoethe older version. Indeed, version 0.1 needs the
passively collected information to attain the same resMizreover, the serial link heuristic allows to discoveraals
the link between Vomero and SanMartino even if it is not tragd by probe packets. These results confirm that
Hynetdapproach is capable to effectively discover backup paths.

In Fig. ?? (right) we report the traffic generated by the discovery pss¢in all network conditions, as a function

of the retries value. Again, traffic increases with retriafue in every condition but the comparison highlights that

Hynetdversion 0.2 generates less traffic.

Hynetd 0.2 traffic Hynetd 0.1 traffic
Hynetd 0.1 and 0.2 discovery time (Active) 1500 1500
7 —o— Active
250 - —+—Passive
Hynetd 0.2 .
200 [ Ironetdo 7;:ygr'gf e
1000 e 1000
il n
o 150 D D
§ S S 7
8 @ o
@ 100 o o
500
s - —— Active
—+-Passive
- + Hybrid 2
= 5 5 Hybrid 1
50 g 3 0 0
) 0 1 2 3 4 5 o] 1 2 3 4 5
retries refries retries

threads

Fig. 6. Ring topology: Discovery time in Active condition file Traffic generated by discovery process (right)
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Hynetd 0.1 and 0.2 discovery time (Hybrid 2)

[l Hynetd 0.2
[ IHynetd 0.1

threads

Fig. 7. Backup topology: Discovery time
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in Hybrid 2 conditi@left) and Traffic generated by discovery process (right).

Fig. 7 (left) reports the discovery time in Hybrid 2 as a fuoetof the number of threads and retries. As we

can see, such time is in direct proportion to the retries evinlinverse to the thread number. For these results the

same considerations of the previous topology apply.

B. Large Scale Analysis

To evaluateHynetd performance on a real and large network with real traffic, weduthe metropolitan area

network of the University of Napoli Federico Il (named Uniathe following), the properties of which are listed

in Tab. VI. These experiments were performed by using thieenolass B address of such network.

The tests were conducted from three different locatiorfeifred as ‘A, ‘B’ and ‘C’ in the map of Fig. 8) in order
to evaluate the influence of the source position inside thear& on the results. Each experiment was performed
by using Active and Hybrid methodologies. In Tab. X we reportan ;) and standard deviations] of each

considered parameter averaged on the three location whilab. VII, VIII, and IX the results for each location

are presented.

Results show thatlynetdtakes about one hour to discover all the network. As a firssiclemation, we expected

that by using Hybrid methodology the discovery time wouldlbeer, but this was not the case because of the

TABLE V

ACCURACY IN THE CASE OFBACKUP TOPOLOGY

Hynetd | Network Accuracy
version | condition | Routers  Links Subnets Interfaces  Net-masks
passive 100% 100% 100% 100% 100%
0.2 active 100% 100% 100% 100% 100%
hybrid 1 100% 100% 100% 100% 100%
hybrid 2 100% 100% 100% 100% 100%
passive 100% 100% 100% 100% 100%
0.1 active 83% 83% 50% 100% 100%
hybrid 1 83% 83% 37% 100% 100%
hybrid 2 83% 100% 100% 100% 100%
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TABLE VI

UNINA NETWORK.

Number of sites 19 Average number of active address¢s4808
Physical diameter| =~ 8 Km Average number of active hosts | 2774
Network diameter | 9 hops Number of links 209
Number of routers 180 Number of subnets 649

Fig. 8. High level view of UniNa network topology.

TABLE VII
RESULTS OBTAINED FROM LOCATIONA
Active Hybrid
W o [%] I o [%]
Time [s] 3'808 11 3'929 11
Traffic [packets] 413882 11 415’863 6
Traffic [bytes] 17°388'600 11 19'116'124 7
Routers Accuracy [%] 100 0 100% 0
Subnets Accuracy [%] 43 6 53 5
Links Accuracy [%] 75 0 86% 0
Interfaces Accuracy [%)] 73 1 75 1
Net-masks Accuracy [%] 56 3 66 1
TABLE VIl
RESULTS OBTAINED FROM LOCATIONB
Active Hybrid
Iz o [%] Iz o [%]

Time [s] 2'708 5 2'690 3
Traffic [packets] 435’863 2 404'649 2
Traffic [bytes] 18'624'244 3 18'859'759 2
Routers Accuracy [%)] 100 0 100 0
Subnets Accuracy [%] 46 5 50 4
Links Accuracy [%] 75 0 86 0
Interfaces Accuracy [%] 74 1 76 1
Net-masks Accuracy [%] 58 4 69 2
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TABLE IX

RESULTS OBTAINED FROM LOCATIONC

Active Hybrid

I o [%] I o [%]
Time [s] 3017 13 3’205 13
Traffic [packets] 451’780 5 456’377 1
Traffic [bytes] 19'510'104 5 21'432'617 1
Routers Accuracy [%)] 100 0 100 0
Subnets Accuracy [%] 49 5 56 4
Links Accuracy [%] 75 0 86 0
Interfaces Accuracy [%)] 73 1 75 1
Net-masks Accuracy [%] 53 4 69 2

TABLE X

AVERAGE RESULTS OBTAINED ONUNINA NETWORK

Active Hybrid

m % [%] o % [%]
Time [s] 3177 18 3331 19
Traffic [packets] 433'840 4 425'629 6
Traffic [bytes] 18'507'649 6 19'802'833 7
Routers Accuracy [%)] 100 0 100 0
Subnets Accuracy [%)] a7 6 53 6
Links Accuracy [%] 75 0 86 0
Interfaces Accuracy [%] 74 1 76 1
Net-masks Accuracy [%)] 56 4 68 2

presence of many SNMP-enabled network printers that slogglied (involving several timeouts) to queries. Also,
the traffic generated during the discovery process hasla Vidiriation and highlights that SNMP queries generate
less but bigger packets. The average traffic byte rate setulbe about 6 Kb/sec, which it is negligible when
compared to network bandwidth (i.e.[10Mbps, 32Gbpbs]). Changing the source point had substantial effect only
on subnets and net-masks accuracy. Moreover, using Hybnfiguration the accuracy is always higher. Finally,
comparing the results obtained from the three locationat @ne the main cross-connect and two terminal nodes),

we can state that the accuracy is preserved even if the toahigrom a terminal node.

C. Further Investigations

1) Scalability Analysis:During previous analyses we detected some factors thattaffiscovery time and
generated traffic. The most important is the number of aciddresses (hard to predict) in the scanned range.
Starting from this observation, we performed this analysisrder to investigate the influence of the number of
active addresses on the discovery time.

To perform that we called “scalability analysis” we decideduse 5 classes of /24’ subnets which differ in

terms of number of active addresses (that@ré5, 30, 45, and60 hosts/subnet). We then selectedubnets, for
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each class, executingynetd progressively on one subnet, two, three, and so on.

Fig. 9 shows the discovery time as a function of the numbeubhsts scanned (left) and of the number of active
hosts per subnet (right). These are two ways to display thre gasults. The former evidences that the discovery
time increases linearly with address space dimensiontfieenumber of subnets to be scanned) even if the slope
depends on the number of active hosts (i.e. on the subnes) clHsis is an important result useful to evaluate an
upper bound for the time taken Byynetdto discover a topology of whichever network. Fig. 9 (rightipas to
verify that the discovery time of fixed number of subnets éases more than linearly with the percentage of active
addresses of such subnets.

This same trends is evidenced in Fig. 10 (left) where we tethar traffic generated by the discovery tool as a
function of the number of subnets (left) and the number ofvadtosts per subnet (right).

Finally, Fig. 10 (right) shows that the percentage of totidrasses pairs involved in Ally algorithm is small and
decreases when the address space dimension increases.rébglés confirm the effectiveness of Ally prevention
rules. Indeed, if such rules were not introduced, the numberairs would exponentially increase.

2) Comparison with a commercial tooln this analysis we compared our tool with NetworkView 3.%][2
a commercial topology discovery software freely availainlea 30 days trial version. This software uses many
techniques and protocols to achieve also application kdgebvery. To perform a fair comparison wittynetd we
enabled only ICMP and SNMP features and chose the samesratrietimeout values for both tools. The comparison
was made on a portion of the UniNa network, running the safvad location ‘C’ in Fig. 8. NetworkView does
not apply any alias resolution technique, so we expecteal generate less traffic in less time. As shown in Tab.
Xl, the results are completely oppositdynetdis faster, more efficient and scales better. Moreover, wervbd
that the topology discovered by NetworkView is not accuta@eause it seem to recognize as routers only those

responding to SNMP requests.

Discovery time Discovery time
7007 ——0 hosts/subnet 700t —1 subnet
~—-~15 hosts/subnet ~ 2 subnets
600 ~30 hosts/subnet 600 3 subnets
~45 hosts/subnet 4 subnets
500 —~B60 hosts/subnet > 500 —5 subnets
= 400 6 subnets
3 -7 subnets
7
w

0 15 30 45 60
# of /24" subnets # active hosts / subnet

Fig. 9. Discovery time scalability.
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TABLE XI

Hynetd0.2vs NETWORKVIEW 3.5.

Hynetd NetworkView
Range | Time Pkts Bytes Time Pkts Bytes
124 49 sec | 14248 | 1268513 | 1202 sec| 22196 | 2015897
123’ 98 sec | 18427 | 1549027 | 1510 sec| 28484 | 2571034
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